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(57) ABSTRACT 

A system and method for providing grid computing on a 
network of computing nodes, Which includes a con?gurable 
service container executable at the nodes, including message 
dispatching, communication, network membership and per 
sistence modules, and adapted to host pluggable service mod 
ules. When executed at the nodes, at least one instance of the 
container includes a membership service module for main 
taining netWork connectivity betWeen the nodes, at least one 
instance of the container includes a scheduler service module 
con?gured to receive one or more tasks from a client and 
schedule the tasks on at least one of the nodes, and at least one 
instance of the container includes an executor service module 
for receiving one or more tasks from the scheduler service 
module, executing the tasks so received and returning at least 
one result to the scheduler service module. 
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SYSTEM AND METHOD FOR GRID AND 
CLOUD COMPUTING 

RELATED APPLICATION 

This application is based on and claims the bene?t of the 
?ling date of PCT Application No. PCT/AU2008/00l 659 
?led Nov. 7, 2008, which claims priority to Australian (AU) 
application no. 2007906168 ?led 9 Nov. 2007, the contents of 
which as ?led are incorporated herein by reference in their 
entireties. 

FIELD OF THE INVENTION 

The present invention relates to a software platform and 
system for grid computing (such as at the enterprise level), of 
particular but by no means exclusive application in business 
and science. 

BACKGROUND OF THE INVENTION 

Within this application several publications are referenced 
by Arabic numerals within brackets. Full citations for these, 
and other, publications may be found at the end of the speci 
?cation immediately preceding the claims. The disclosures of 
all these publications in their entireties are hereby expressly 
incorporated by reference into the present application for the 
purposes of further description of the embodiments herein 
including the background. 

Grid computing systems harness distributed resources 
such as computers, storage devices, databases and sensors 
connected over a network (such as the Internet) to accelerate 
application performance. Within an enterprise, grids allow an 
organisation to improve the utiliZation of its IT resources, by 
allowing the use of otherwise unused capacity of IT systems 
includes personal computers (PCs) for computational tasks 
without affecting productivity of their normal users. There 
are, however, a number of di?iculties in realising such sys 
tems, including resource management, failure management, 
reliability, application programming and composition, sched 
uling and security [1]. 
A number of systems of this kind have been proposed, 

including the @Home projects (SETI@Home [2] and 
Folding@Home [3]), Condor [4], Entropia [l], XtremeWeb 
[5] , Alchemi [6] and SZTAKI Desktop Grid [7] (trade marks). 
The approach adopted by SETI@Home and like systems is to 
dispatch workloads4comprising data requiring analysisi 
from a central server to many, and potentially millions, of 
clients running on PCs around the world, speci?callyiin the 
case of SETI@Homeifor processing astronomical data. 
These and similar projects are considered the “?rst genera 
tion” of desktop grids [9]. The infrastructure underlying 
SET@Home was generaliZed to create the Berkeley Open 
Infrastructure for Internet Computing (BOINC) [8]. BOINC 
allows desktop clients to select the project to which they wish 
to donate idle computing power, and is used by scienti?c 
distributed computing projects, such as climateprediction.net 
[l4] and SZTAKI Desktop Grid [7]. 

Entropia [l] and United Devices [10] create a Windows 
(trade mark) desktop grid environment in which a central job 
manager is responsible for decomposing jobs and distributing 
them to the desktop clients. XtremWeb [5] also provides a 
centraliZed architecture, consisting of three entities (viZ. 
coordinator, worker and clients) to create a XtremWeb net 
work. Clients submit tasks to the coordinator, along with 
binaries and optional parameter ?les, and retrieve the results 
for the end user. The workers are the software components 
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2 
that actually execute and compute the tasks. Alchemi [6] 
comprises a framework based on Microsoft .NET (trade 
mark), and also follows a master-slave architecture consisting 
of managers and executors; the managers can either connect 
to the executors or other managers to create a hierarchical 
network structure. The executors can run in either a dedicated 
or a non-dedicated mode. Alchemi provides an object-ori 
ented threading API and ?le-based grid job model to create 
grid applications over various desktop PCs. However, 
Alchemi is limited to a master-slave architecture, and lacked 
the ?exibility for e?iciently implementing other parallel pro 
gramming models, such as message-passing and data?ow. 

Entropia [1], United Devices [10], XtremWeb [5] and 
Alchemi [6] can be categoriZed as second generation desktop 
grids. They are built with a rigid architecture with little or no 
modularity and extensibility. Their components, such as job 
scheduler, data management and communication protocols, 
are built for a speci?c distributed programming model. These 
generally follow a master-slave model wherein the “slaves” 
(the execution nodes) communicate with a central master 
node. The major problems with this approach are latency and 
performance bottlenecks, a single point of vulnerability in the 
system, and high cost of the centralised server. In addition, 
this approach lacks the capabilities required for advanced 
applications that involve complex dependencies between par 
allel execution units, and the ?exibility required for imple 
menting various types of widely-employed parallel and dis 
tributed computing models such as message-passing and 
data?ow. 
More recently, the Web Services Resource Framework 

(WSRF) [15] has been adopted by some as a standard. In 
WSRF, the different functionalities offered by a grid resource 
are made available through loosely-coupled, stateful service 
instances hosted in a Web-enabled container that provides a 
basic infrastructure. 

SUMMARY OF THE INVENTION 

In a ?rst broad aspect, the invention provides a software 
platform for providing grid computing on a network of com 
puting nodes in mutual data communication, comprising: 

a con?gurable service container executable at the nodes, 
the container comprising message dispatching, commu 
nication, network membership and persistence modules, 
and being adapted to host pluggable service modules; 

wherein when executed at the nodes at least one instance of 
the container includes a membership service module for 
maintaining network connectivity between the nodes, at 
least one instance of the container includes a scheduler 
service module con?gured to receive one or more tasks 
(directly or indirectly) from a client and schedule the 
tasks on at least one of the nodes, and at least one 
instance of the container includes an executor service 
module for receiving one or more tasks from the sched 
uler service module, executing the tasks so received and 
returning at least one result to the scheduler service 
module. 

In some embodiments, the service modules are adapted to 
support a selected parallel programming model (such as a 
message-passing or a data?ow model) or a selected distrib 
uted programming model (such as a master-slave model), or 
a programming model that can provide both parallel and 
distributed processing. 

Indeed, in some embodiments, the service modules are 
adapted to support a plurality of programming models, 
whether parallel, distributed, both parallel and distributed, or 
a mixture of two or more of these. 
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Thus, the container allows the realisation of a variety of 
parallel and distributed programming models using the same 
infrastructure on the same netWork of nodes by the use of 
pluggable service modules tailored to speci?c models. 

In certain embodiments, the container includes security 
and logging modules. 

In one embodiment, at least one instance of the container 
includes more than one of the membership service module, 
the scheduler module and the executor module. 

In certain embodiments, When executed at the nodes a 
plurality of instances of the container include an executor 
module for executing tasks. 

Each node generally comprises a computing device, such 
as a personal computer, but a single computing device may 
comprise multiple nodes, such as Where the computing device 
has multiple processors or multiple processor cores. Thus, in 
one embodiment, a plurality of the computing nodes are 
executed on respective processor cores of a single processor. 

In one embodiment, services provided by the modules and 
the container are mutually independent. 

Thus, the capabilities required for different services are 
separated from the message dispatching module, so that the 
platform is able to support different con?gurations as 
required. 

In a second broad aspect, the invention provides a grid of 
computing nodes in mutual data communication, each of the 
nodes comprising: 

a con?gurable service container executed at the respective 
node, including message dispatching, communication, 
netWork membership and persistence modules, and 
adapted to host pluggable service modules; 

Wherein at least one of the containers includes a member 
ship service module for maintaining netWork connectiv 
ity betWeen the nodes, at least one of the containers 
includes a scheduler service module con?gured to 
receive one or more tasks from a client and schedule the 
tasks on at least one of the nodes, and at least one of the 
containers includes an executor service module for 
receiving one or more tasks from the scheduler service 
module, executing the tasks so received and returning at 
least one result to the scheduler service module. 

Each node generally comprises a computing device, such 
as a personal computer, but a single computing device may 
comprise multiple nodes, such as Where the computing device 
has multiple processors or multiple processor cores. 

In some embodiments, the method includes adapting the 
service modules to support a selected programming model 
(Which may be parallel, distributed or both), and executing 
the selected programming model. In other embodiments, the 
method includes adapting the service modules to support a 
plurality of pro gramming models and executing the pro gram 
ming models. 

In a third broad aspect, the invention provides a grid com 
puting method for providing grid computing on a netWork of 
computing nodes in mutual data communication, comprising: 

executing a con?gurable service container at the nodes, the 
container comprising message dispatching, communi 
cation, netWork membership and persistence modules, 
and being adapted to host pluggable service modules; 

maintaining netWork connectivity betWeen the nodes With 
a membership service module of at least one instance of 
the container; 

receiving one or more tasks from a client and scheduling 
the tasks on at least one of the nodes With a scheduler 
service module of at least one instance of the container; 
and 
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4 
receiving one or more tasks from the scheduler service 

module, executing the tasks so received and returning at 
least one result to the scheduler service module With an 
executor service module of at least one instance of the 
container. 

The method may include adapting the service modules to 
support a selected programming model, and executing the 
selected programming model. 
The method may include adapting the service modules to 

support a plurality of programming models and executing the 
programming models. 
The method may include adapting the service modules to 

support at least one parallel programming model and at least 
one distributed programming model. 

In one embodiment, a plurality of the computing nodes 
comprise respective processor cores of a single processor. 
The method may comprise checking availability of a com 

putation resource on the nodes With an allocation manager 

service in response to a negotiation (conducted, for example, 
via a negotiation Web service) for the computation resource 
and reserving the computation resource With the allocation 
manager service if the negotiation succeeds. 

The method may comprise providing a MapReduce pro 
gramming model, such as adapted for a .NET platform. 

In a fourth broad aspect, the invention provides a grid 
computing method for performing grid computing on a net 
Work of computing nodes in mutual data communication, 
comprising: 

executing on each of the nodes a con?gurable service con 
tainer executed at the respective node, including mes 
sage dispatching, communication, netWork membership 
and persistence modules, and adapted to host pluggable 
service modules; 

Wherein at least one of the containers includes a member 
ship service module for maintaining netWork connectiv 
ity betWeen the nodes, at least one of the containers 
includes a scheduler service module con?gured to 
receive one or more tasks from a client and schedule the 
tasks on at least one of the nodes, and at least one of the 
containers includes an executor service module for 
receiving one or more tasks from the scheduler service 
module, executing the tasks so received and returning at 
least one result to the scheduler service module. 

In another broad aspect, the invention provides a runtime 
MapReduce system deployed in an enterprise grid environ 
ment With the softWare platform described above. 

In another broad aspect, the invention provides a parameter 
sWeep programming model supported by the softWare plat 
form described above. 

In another broad aspect, the invention provides a design 
explorer operable to design an application, create an applica 
tion template corresponding to the application, and submit the 
application to the softWare platform described above, 
Wherein the template is adapted to be parsable by a client 
manager of the platform and to prompt the client manager to 
generate one or more grid tasks for execution Within the 
softWare platform. 

BRIEF DESCRIPTION OF THE DRAWING 

In order that the invention may be more clearly ascertained, 
embodiments Will noW be described, by Way of example, With 
reference to the accompanying draWing, in Which: 

FIG. 1 is a schematic vieW of a lightweight, service-ori 
ented, enterprise grid computing platform executed in a net 
Work, shoWn With a client computer; 


































