Chapter 16
Internetworking of CDNs

Mukaddim Pathan, Rajkumar Buyya, and James Broberg

16.1 Introduction

The current deployment approach of the commercial Contetiv®y Network
(CDN) providers involves placing their Web server clusiarsumerous geograph-
ical locations worldwide. However, the requirements faviding high quality ser-
vice through global coverage might be an obstacle for new @@Niders, as well
as affecting the commercial viability of existing ones.dteavident from the ma-
jor consolidation of the CDN market, down to a handful of kégyers, which has
occurred in recent years. Unfortunately, due to the prégmyenature, existing com-
mercial CDN providers do not cooperate in delivering conterthe end users in
a scalable manner. In addition, content providers typicslibscribe to one CDN
provider and thus can not use multiple CDNs at the same tineh & closed, non-
cooperative model results in disparate CDNs. Enablingdioated and cooperative
content delivery vianternetworkingamong distinct CDNs could allow providers
to rapidly @scale-out® to meet both "ash crowds [2] and aipiited increases in
demand, and remove the need for a given CDN to provision ressu

CDN services are often priced out of reach for all but largiegmise customers.
Further, commercial CDNs make speci®c commitments withr thestomers by
signing Service Level Agreements (SLAS), which outlinecipe penalties if they
fail to meet those commitments. Hence, if a particular CDNinable to provide
Quality of Service (QoS) to the end user requests, it mayltr@ssLA violation
and end up costing the CDN provider. Economies of scale rindef cost effec-
tiveness and performance for both providers and end useutj be achieved by
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leveraging existing underutilized infrastructure praddby other CDNs. For the
purposes of this chapter, we term the technology for intamection and interopera-
tion between CDNs as @peering arrangements® of CDNs or $ifipDN peering?®,
which is de®ned as follows:

De®nition of “peering arrangement'+ A peering arrangement among CDNs is
formed by a set of autonomous CDINSDN;, CDNy, :::, CDN,g, which cooperate
through a mechanisivl that provides facilities and infrastructure for coopeati
between multiple CDNSs for sharing resources in order to emsé®cient service de-
livery. Each CDNis connected to other peers through a “conduit' @hich assists
in discovering useful resources that can be harnessed ftber €DNs.

While the peering of CDNs is appealing, the challenges ip#dg it include de-
signing a system that virtualizes multiple providers andads end user requests
from the primary provider to peers based on cost, performand load. In particu-
lar we identify the following key issues:

2 When to peerThe circumstances under which a peering arrangement sheuld
triggered. The initiating condition must consider expdc@d unexpected load
increases.

2 How to peer?The strategy taken to form a peering arrangement amongpieulti
CDNs. Such a strategy must specify the interactions amotitiesrand allow for
divergent policies among peering CDNs.

2 Who to peer withThe decision making mechanism used for choosing CDNs to
peer with. It includes predicting performance of the pewmsking around issues
of separate administration and limited information shgaemong peering CDNs.

2 How to manage and enforce policiekdw policies are managed according to
the negotiated SLAs. It includes deploying necessary j@sliand administering
them in an effective way.

Therefore, an ad-hoc or planned peering of CDNs requiredaionental research
to be undertaken to address the core problems of measurthgliaseminating
load information, performing request assignment and eetin, enabling content
replication and determining appropriate compensationranparticipants on a ge-
ographically distributed 2Internet® scale. Moreover, tasare sustained resource
sharing between CDN providers, peering arrangements mgste that suf®cient
incentive exists for all participants [18]. These issues deeply interrelated and
co-dependent for a single CDN. However, they must now beidered in a coor-
dinated and cooperative manner among many peered CDNstwhiisfying the
complex multi-dimensional constraints placed on eachviddal provider. Each
provider must ensure that their individual SLAs are met wkerving content for
its own customers to end users, while meeting any obligatibhas made when
participating in a group of many providers.

In this chapter, we present an approach for CDN peering, whéps to create
3open® CDNs that scale well and can share resources withr @BNs, and thus
evolving past the current landscape where non-cooper@iMds exist. In our ar-
chitecture, a CDN serves end user requests as long as thedodoe handled by
itself. If the load exceeds its capacity, the excess endresgiests are of oaded to
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the CDN network of the peers. We also present two new modelgpport peering
of CDNs and identify the challenges associated with realizthese models.

The remainder of the chapter is organized as follows. In.9&c®, we demon-
strate the signi®cance and relevance of CDN peering. Nextreasent the related
work highlighting their shortcomings. In Sect. 16.4, wegamet our approach for
CDN peering, followed by the new models to assist CDN peerifigen we dis-
cuss the challenges in implementing peering CDNSs. In SécT, ve also identify
related core technical issues to be addressed. Finally,onelude the chapter in
Sect. 16.8.

16.2 Signi®cance of CDN Internetworking

As noted in earlier chapters, popular Web sites often safiagestion, bottlenecks,
and even lengthy downtime due to large demands made on tharces of the
provider hosting them. As discussed in Chap. 11, this phemom can manifest
itself as instances of unexpected “ash crowds resultingnfexternal events of ex-
treme magnitude and interest or sudden increases in \igikiter being linked
from popular high traf®c Websites like Slashidot Digg? Increases in demand on
Web servers can also be more predictable, such as the stafgmgnajor events
like the Olympic Games or the FIFA World Cup. The level of dexh@enerated
for many popular Web sites can often be impossible to satisfiyg a single Web
server, or even a cluster. In 1998, the of®cial Soccer Woulol Website received
1.35 billion requests over 3 months, peaking at 73 millicquessts per day, and 12
million requests per hour [2]. Similarly high volumes werser during the 1998
Winter Olympic Games, with the of®cial Website servicing85@illion requests
on a peak day (and a maximum of 110,414 requests per min@k)uring Sept.
11, 2001, server availability approached 0% for many papuavs Websites with
pages taking over 45 sec. to load, if at all [15]. Given that asers will wait as
little as 10 sec. before aborting their requests, this cath ie further bandwidth and
resource wastage [12].

Peering CDNSs could be a solution to handle “ash crowds, Webuees over-
provisioning, and adverse business impact. It is evidaitdigni®cant gains in cost
effectiveness, performance, scalability and coveragéddoel achieved if a frame-
work existed that enabled peering between CDNs to allowdinated and coopera-
tive load sharing. To better understand the peering of CBbissider the following
scenario in Fig. 16.1. Suppose that the ICC Cricket World {Sugeing held in the
Caribbean, and www.cricinfo.com is supposed to providethedia coverage. As a
content provider, www.cricinfo.com has an exclusive SLAhathe CDN provider,
Akamai [10]. However, Akamai does not have a Point of Pres¢ROP) in Trinidad
and Tobago (a Caribbean island), where most of the crickéthmea will be held.

L http://www.slashdot.org
2 http://www.digg.com
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Fig. 16.1 A CDN peering scenario
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