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a b s t r a c t

Vehicular Ad Hoc Networks (VANET) is an emerging technology that enables a comfortable, safe,
and efficient travel experience by providing mechanisms to execute applications related to traf-
fic congestions, road accidents, autonomous driving, and entertainment. The mobile vehicles in
VANET are characterized by low computational and storage capabilities. In such scenarios, to meet
applications’ performance requirements, requests from vehicles are offloaded to edge and cloud
servers. The high energy consumption of these servers increases operating costs and threatens the
environment. Energy-aware offloading strategies have been introduced to tackle this problem. Existing
works on computation offloading focus on optimizing the energy consumption of either the IoT
devices/mobile/vehicles and/or the edge servers. This paper proposes a novel offloading algorithm
that optimizes the energy of edge–cloud integrated computing platforms based on Evolutionary
Genetic Algorithm (EGA) while maintaining applications’ Service Level Agreement (SLA). The proposed
algorithm employs an adaptive penalty function to incorporate the optimization constraints within
EGA. Comparative analysis and numerical experiments are carried out between the proposed algorithm,
random and genetic algorithm-based offloading, and no offloading baseline approaches. On average,
the results show that the proposed algorithm saves 2.97 times and 1.37 times more energy than the
random and no offloading algorithms respectively. Our algorithm has 0.3% of violations versus 52.8%
and 62.8% by the random and no offloading approaches respectively. While the energy-non-SLA-aware
genetic algorithm saves, on average, 1.22 times more energy than our approach, however, it violates
SLAs by 159 times more than our proposed approach.

© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Vehicular Ad Hoc Networks (VANET) [1] is an emerging tech-
ology where vehicles acting as network nodes are equipped with
omputational resources and connectivity such as vehicle-to-
ehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-to-roadside
V2R), vehicle-to-sensors (V2S), vehicle-to-pedestrian (V2P), and
ehicle-to-everything (V2X) communications. It enables a com-
ortable, safer, convenient, and efficient travel experience for
sers by using applications such as sending alerts for congestions
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and accidents, autonomous driving, video-enabled real-time nav-
igation, interactive gaming, and entertainment [2–4]. These ap-
plications often require high computation and storage resources,
and low latency to process complex operations. However, mobile
vehicles have limited onboard computing and storage capabilities
to process resource-intensive applications while maintaining the
Quality of Services (QoS). To address this issue, a cloud-based
vehicular network has been introduced. Cloud computing [5,6]
provides on-demand computational and storage resources to
mobile vehicles over the Internet. The remote cloud servers
have high computation capabilities that would satisfy applica-
tions processing times. However, a high latency between the
vehicle and cloud resources hinders the deployment of time-
critical applications such as autonomous driving. In addition, a
delayed response for applications such as traffic congestion and
interactive gaming becomes less reliable. To overcome vehicles-
to-cloud latency issues, Vehicular Edge Computing (VEC) [7] has

been introduced.
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VEC provides the computing resources to the vehicles at the
dge of the radio access networks to support applications with
ow-latency requirements [8]. VEC servers deployed within the
oadside Units (RSU) improve applications’ QoS in terms of
hroughput and latency. However, edge servers have less com-
utational and storage resources compared to cloud resources,
ften making edge servers bottlenecks with increasing demands
rom vehicles. Consequently, it becomes crucial to take advan-
age of heterogeneous resource capabilities available at vehicles,
dge, and the cloud layers to meet the requirements of the ap-
lications. Therefore, computational offloading mechanisms can
elp to either execute applications at the vehicles/edge layers
r remote cloud resources [9]. However, offloading strategies
hould consider the high energy consumption issue of the edge–
loud integrated computing platform [10–12], and applications’
equirements [13–16]. It is estimated that data centers consisting
f thousands of computing servers will consume 4.5% of the
otal energy consumption globally by 2025 [17]. Moreover, it is
redicted that the Information and Communications Technology
ICT) industry will account for 14% of the global carbon emissions
y 2040 [18]. Consequently, it becomes crucial to address the is-
ue of high energy consumption of edge–cloud layers in vehicular
etworks while offloading.
Several works in the literature have proposed energy-aware

omputation offloading for an IoT-edge–cloud integrated comput-
ng system [19–30]. However, these works focus on optimizing
he energy consumption of either the IoT devices/vehicles and/or
he edge servers. To the best of our knowledge, no work in the
iterature has focused on optimizing the energy consumption
f the edge and cloud servers simultaneously while maintain-
ng applications’ Service Level Agreements (SLA). Our previous
esults on energy savings in edge and cloud systems using de-
erministic approaches are promising [10–12,31]. However, these
pproaches become computationally expensive while offloading
set of applications’ requests. This is because offloading a set of
pplications’ requests to edge and cloud servers is a Nondeter-
inistic Polynomial-time (NP) hard problem where the search
pace and time to optimal solution increase exponentially with
ncreasing requests and servers [20]. Empirical evaluations have
hown the effectiveness of the evolutionary algorithm in find-
ng a solution for the NP-hard scheduling problem in a cloud
omputing environment [32,33]. In this paper, a computation
ffloading algorithm using Evolutionary Genetic Algorithm (EGA)
s proposed that optimizes the energy consumption of edge–cloud
ervers, while maintaining applications SLAs in terms of latency
nd processing time. The proposed algorithm executes a vehicle’s
equest locally on the edge server to which the request has been
ubmitted or offloads the request to one of the cloud servers.
he offloading decision is made in a way that the total energy
onsumption of all the requests is minimized while maintaining
ach request’s SLA in terms of latency and processing time re-
uirements. The main contributions of this paper are summarized
s follows:

• A novel algorithm is proposed to solve the problem of of-
floading in vehicular networks that minimizes the total en-
ergy consumption of vehicles’ requests while adhering to
latency and processing time constraints.
• This optimization NP-hard problem is solved by applying

an adaptive penalty function to our evolutionary-based al-
gorithm, to obtain a near-optimal solution in polynomial
time.
• The performance of the proposed algorithm is evaluated

and compared with three algorithms in terms of total en-
ergy consumption and the percentage of SLA violations. The
algorithms are evaluated using different constraints require-
ments and vehicular network characteristics.
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The rest of the paper is organized as follows. Section 2 presents
an overview of related work. Our edge–cloud integrated comput-
ing systemmodel for vehicular networks is described in Section 3.
The formulation of the offloading optimization problem is out-
lined in Section 4. Section 5 presents the proposed EGA-based
energy-SLA-aware offloading algorithm. Numerical experiments
and comparative performance results with baseline methods are
provided in Section 6. Finally, Section 7 concludes the paper with
future research directions.

2. Related work

Several works in the literature have proposed energy-aware
computation offloading for an IoT-edge–cloud integrated com-
puting system [19–30]. Table 1 presents a comparison between
these works and shows the system component(s) on which a
request from an IoT device/mobile/vehicle is processed, the con-
sidered component(s) for energy optimization, the constraints
on SLA requirements, and whether or not the time for the de-
livery of request’s response is included while computing the
request’s total execution time. As shown in the table, most of
the works focus on optimizing the energy consumption of the
IoT device/mobile/vehicle [19,20,24–30]. On the other hand, few
works [21,22] focus on optimizing the energy consumption of
the edge servers, while only one work [23] considers optimizing
the energy of both mobile devices and edge servers. No work
focuses on optimizing the energy consumption of the edge–cloud
integrated computing system. In this paper, an EGA-based algo-
rithm is proposed to offload the vehicles’ requests either to edge
or cloud servers in a way that the total energy consumption of
the requests is minimized while maintaining the requests’ SLA
requirements in terms of latency and processing time.

As shown in Table 1, Li et al. [19] proposed an iterative search-
based energy-aware offloading algorithm to execute requests on
either IoT devices or an edge server. The algorithm aims to
minimize the energy consumed by IoT devices while transmitting
the requests to the edge server with the SLA constraint on the
request’s total execution time, i.e., summation of the request’s
transmission and processing times. Similarly, Guo et al. [20] pro-
posed an iterative search-based offloading algorithm to execute
requests either locally on IoT mobile devices or offload them to an
edge server. This is to minimize the weighted sum of the request’s
total execution time (both computation and communication) and
mobile device’s energy consumption while maintaining the dead-
line constraint. A similar approach to minimize the request’s
execution time and the energy consumption of mobile devices,
with an SLA constraint on execution time, using an iterative
search method is proposed by Zhang et al. [24]. The algorithm en-
ables mobile devices to execute requests either locally or offload
them to an edge server. The execution time involves processing
and communication times. However, an iterative search-based
algorithm [19,20,24] generates identical offloading solutions in a
subset of solutions leading to premature convergence [34].

In [25], Li et al. proposed deep reinforcement learning (DRL)-
based offloading algorithm to execute requests either locally on
a mobile device or offload them to an edge server such that the
total energy consumption of the mobile device is the minimum.
The algorithm is constrained by the request’s total execution
time, i.e., processing and communication. With a similar objec-
tive, Huang et al. [26] proposed a DRL-based offloading algorithm
to execute a request either locally on a vehicle or an edge server
such that the vehicle’s energy consumption (processing and com-
munication) is the minimum while maintaining the request’s
deadline constraint. However, the computational complexity of
DRL [25,26] increases with increasing edge/cloud servers and
users’ requests [35].



H. Materwala, L. Ismail, R.M. Shubair et al. Future Generation Computer Systems 135 (2022) 205–222
Table 1
Related work on energy-aware computation offloading for IoT-edge–cloud integrated computing system.

Work Algorithm Considered component(s)
for request processing

Considered component(s)
for energy optimization

Considered SLA
requirements
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[19] ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗

[20] ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗

[24]

Iterative
search-based

✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗

[25] ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗

[26]
Deep reinforcement
learning ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✓

[27] ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗

[28]
Lyapunov
optimization ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✓

[29] Memetic algorithm ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗

[30] Non-dominated sorting
genetic algorithm-II

✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗

[21] – ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✗

[22] Non-dominated sorting
genetic algorithm-II

✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗

[23] Heuristic approach ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗

This
paper

Evolutionary genetic
algorithm

✗ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✗ ✓
Another energy-aware offloading algorithm is proposed by
Huang et al. [27] using Lyapunov optimization that allows ve-
hicles to execute requests locally or to offload them to an edge
server such that the vehicles’ energy consumption and packet
drop rate are the minimum. Pu et al. [28] used Lyapunov
optimization-based algorithm to execute a request either locally
on a vehicle, by a group of communicating vehicles, or by an
edge server such that the vehicle’s energy consumption is the
minimum while maintaining an SLA constraint on the request’s
deadline. The vehicle’s energy consumption in [27,28] involves
request processing and transmission. However, the Lyapunov-
based approaches [27,28] are best suited for problems involving
optimization of long-term performance where each performance
metric in the objective function must be time-averaged, for in-
stance, minimizing average energy consumption. Consequently,
they are not suitable for optimization problems with deter-
ministic constraints such as latency and the processing time
requirement of each request [25]. Goudarzi et al. [29] proposed
memetic algorithm to partially/completely process applications’
requests on IoT devices or to offload them to edge or cloud servers
such that the weighted sum of the application’s execution time
and device’s energy consumption, while processing and commu-
nication, is the minimum. However, the memetic algorithm [29]
does not assure an optimal solution for problems that involve
multiple local minima for total energy consumption [36].

Peng et al. [30] proposed a non-dominated sorting genetic
algorithm (NSGA)-II that allows mobile devices to execute ap-
plications either locally or offload them to edge or cloud servers
such that the device’s energy consumption, the application’s total
execution time, and the cost for using edge/cloud resources are
the minimum, with an SLA constraint on execution time. The ex-
ecution time for local computing includes processing, edge com-
puting includes transmission, waiting, and processing, and cloud
computing includes transmission and processing. Xu et al. [22]
proposed an energy-aware NSGA-II algorithm that enables a mo-
bile user to offload a request to the nearest access point, i.e., a
207
source point. The request is then transmitted to an edge server-
enabled access point, i.e., a destination point, for processing. The
algorithm aims to find a path between source and destination
points such that the request’s offloading time, edge server’s en-
ergy consumption, and variance in the average edge servers’
utilization are the minimum. However, NSGA-II [22,30] suffers
from premature convergence similar to the iterative-based algo-
rithm. In addition, the algorithm’s convergence rate reduces with
increasing objective functions and constraints in the optimization
problem [34].

Another offloading algorithm is proposed by Ning et al. [21]
proposed a framework to offload vehicles’ requests to a group of
edge servers in a way that the edge server’s energy consumption
is the minimum while having an SLA constraint on the requests’
deadline. The energy consumption includes processing, transmis-
sion among edge servers, and transmission of response back to
the vehicle. The execution time involves transmission to an edge
server from the vehicle, transmission among edge servers, and
processing. Zhai et al. [23] proposed a heuristic-based offloading
algorithm to execute requests either locally on a mobile device
or offload them to nearby edge devices such that the weighted
sum of the request’s energy consumption while computing and
communication and total execution time is the minimum with an
SLA constraint on the total execution time. However, this method
is probabilistic and thus cannot assure an optimal solution [37].

3. System model

Fig. 1 shows our edge–cloud integrated computing system
model for vehicular networks with bi-directional traffic flow. Our
proposed model consists of m vehicles, n requests, o RSUs and
edge servers, and p heterogeneous cloud servers. RSUs are placed
along the road equidistant from each other. Each RSUj (1 ≤
j ≤ o) has a limited coverage range and is equipped with edge
servers through wired connections. A vehicle, v (1 ≤ h ≤ m)
h
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Fig. 1. Edge–cloud integrated computing system model for vehicular networks.
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an communicate to an edge server ej (1 ≤ j ≤ o) only if
t is under the range of RSUj. Edge servers ensure low latency
ompared to cloud servers, aiding in real-time processing for
ime-critical applications, such as traffic alerts, accident preven-
ion, and real-time navigation. This is because of the proximity
etween vehicles and edge servers compared to that between
ehicles and cloud servers. However, the processing and storage
apabilities of edge servers are lower compared to that of the
loud servers, making the edge servers bottleneck for compute-
ntensive applications, such as multimedia, augmented reality,
nd autonomous driving. Moreover, the edge and cloud servers
onsume high energy while processing the vehicle’s requests.
onsequently, it becomes crucial to carefully process requests
t edge or cloud server to minimize the energy consumption of
he integrated edge–cloud computing system while respecting
he requests’ SLA requirements. A heterogeneous communication
andwidth between each edge and cloud server is considered.
Each edge server, ej, in our proposed model consists of

cheduling and processing queues, and each cloud server, ck (1 ≤
≤ p), consists of a processing queue. The scheduling queue

s responsible for making the offloading decision for each re-
uest, while the processing queue is responsible for executing
he request. A vehicle, vh, submits a request, ri (1 ≤ i ≤
n), to the edge server of the RSU under whose communicat-
ing range the vehicle is. A request is represented as a tuple
ri = {Lenri , Sizeri , CPUri , L

max
ri , PTmax

ri , Speedvh,ri , (x
src
vh,ri , y

src
vh,ri ), (x

des
vh,ri ,

des
vh,ri )}. Each request in our system model is atomic and cannot
e further divided. Consequently, each request can be offloaded
o at most one edge or cloud server for execution.

A set of requests, when submitted by vehicles, enters the
cheduling queue of an edge server. The scheduling queue makes
he offloading decision for each request, i.e., whether to execute
request locally on the edge itself or to offload it to one of the
loud servers for execution. The offloading decision is made in a
ay that the total energy consumption for executing all requests

s the minimum and each request’s SLA requirements, in terms
f latency and processing time, are maintained. If the decision
or a request is to execute locally, then the request enters the
rocessing queue of the edge server ej. If the decision for a request
s to be executed by a cloud server ck, then the scheduling queue
f ej sends the request along with the information of the allocated

loud server ck to the cloud manager. The cloud manager then
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ubmits the request to the processing queue of the corresponding
loud server. The list of notations, used in this paper, and their
efinitions are listed in Table 2.

. Problem formulation

A set of n requests corresponding to different vehicular ap-
lications, such as autonomous driving, infotainment, augmented
eality, accident prevention, traffic alert, is generated by m vehi-
les. Each request ri by a vehicle vh is submitted to the communi-
ating edge server ej. Depending on the energy consumption and
esource utilization of the edge and cloud servers and requests’
haracteristics, i.e., compute-intensive or time-critical, each re-
uest should be scheduled for execution locally at the edge server
r offloaded to a cloud server. The scheduling queue of edge
erver ej makes an offloading decision such that the total energy
onsumption of the requests is the minimum and each request
aintains the SLA constraints in terms of latency and processing

ime.
The latency and processing time of ri when executed either

n ej or ck are presented in Eqs. (1) and (2) respectively. The
atency (Eq. (1)) depends on the following: (1) server on which
he request is executed, and (2) position of vh while receiving the
esponse, resi, of the request, as the vehicle might be moving.

ri =

⎧⎪⎨⎪⎩
T com
ri(vh,ej)

+ T com
resi(ej,vh)

, case (a)
T com
ri(vh,ej)

+ T com
resi(ej,ck)

+ T com
resi(ck,ej+y)

+ T com
resi(ej+y,vh)

, case (b)
T com
ri(vh,ej)

+ T com
ri(ej,ck)

+ T com
resi(ck,ej+y)

+ T com
resi(ej+y,vh)

, case (c)

(1)

PTri =

⎧⎨⎩
Lenri
Sej

, case (a) or case (b)

Lenri
Sck

, case (c)
(2)

where T com
ri(a,b)

represents the communication time required to
transmit request ri from a to b and T com

resi(a,b)
represents the commu-

nication time required to transmit response of request, i.e., resi,
rom a to b.

The different cases are as follows:

• Case (a): ri is executed locally on ej and vh is in the range of
RSU while receiving the response. Consequently, the latency
j
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Table 2
List of notations and their definitions.
Notation Definition

h, m, vh Vehicle index, number of vehicles, hth vehicle
i, n, ri , resi Request index, number of requests, ith request, response of ri
j, o, RSUj , ej RSU and edge server index, number of RSUs and edge servers, jth RSU, jth edge server
k, p, ck Cloud server index, number of cloud servers, kth cloud server
z, sz Server (edge/cloud) index, zth server (where sz ∈ {ej, ck})
Lenri Length of request i in Million Instructions (MI)
Sizeri , Sizeresi Size of request i, size of response for request i in bits
CPUri CPU utilization of request i
Lmax
ri Maximum tolerable latency for request i

PTmax
ri Maximum tolerable processing time for request i

Speedvh,ri Speed of vehicle h when submitting request i

(xsrcvh,ri , y
src
vh,ri ) Source of vehicle h, in terms of longitude (xsrcvh,ri ) and latitude (ysrcvh,ri ), while submitting request i

(xdesvh,ri , y
des
vh,ri ) Destination of vehicle h, in terms of longitude (xdesvh,ri ) and latitude (ydesvh,ri ), who submitted request i

Lri Latency of request i when executed
T com
ri(a,b)

Communication time required to transfer request i from a to b (where a ∈ {vh, ej} and b ∈ {ej, ck})

T com
resi(a,b)

Communication time required to transfer the response of request i from a to b (where a ∈ {ej, ck, ej+y} and b ∈ {vh, ck, ej+y})
Ba,b Communication bandwidth between a to b (where a, b ∈ {vh, ej, ck, ej+y})
PTri Processing time of request i
Sej , Sck Processing speed of ej , processing speed of ck in terms of Million Instructions per Second (MIPS)
Eri(sz ) Energy consumed by server sz while executing request i
Pri(sz ) Power consumed by server sz while executing request i

P
′

CPUri (sz )
Power predicted using linear regression for executing request i on server sz

φCPUri (sz )
Error correction term for the Locally Corrected Linear Regression (LC-LR) model while executing request i on server sz

αsz , βsz Intercept, slope for linear regression model

CPU
′

sz , CPU
′

sz Lower, upper CPU utilization values of server sz such that CPU
′

sz ≤ CPUri ≤ CPU
′′

sz

eCPU ′sz
and eCPU ′′sz

Error between the actual and predicted (using linear regression) power consumption values for CPU utilization CPU
′

and CPU
′′

on server sz

popsize Size of the population, i.e., the subset of offloading solutions considered in each generation of genetic algorithm
l Offloading solution index

F
′

l , F̃
′

l , F
a
l , Fl Non-penalized, normalized non-penalized, adaptive, penalized fitness scores of offloading solution l

vl , ṽl Constraints violation, normalized constraints violation for offloading solution l
LVri (l) Latency violation of request i for offloading solution l
PTVri (l) Processing time violation of request i for offloading solution l
vlat
l Total latency violation of all requests for offloading solution l

v
proc
l Total processing time violation of all requests for offloading solution l

F
′

min , F
′

max Minimum, maximum non-penalized fitness scores among all offloading solutions in the current subset of solutions

vlat
max Maximum latency violation among all solutions in the current subset of solutions

v
proc
max Maximum processing time violation among all offloading solutions in the current subset of solutions

nf , rf Number, fraction of feasible offloading solutions in the current subset of solutions
fpl , cpl Fitness probability, cumulative fitness probability for offloading solution l
µc , µm Crossover rate, mutation rate
nmut Number of requests for which the server allocation should be changed in the current subset of solutions
lc Length of an offloading solution that is equal to the number of requests
involves the communication time to send ri from the vh
to ej, and the communication time to send resi from ej
to vh.
• Case (b): ri is executed locally on ej, but vh is not in the

range of RSUj while receiving the response. vh will be in
the range of RSUj+y which represents yth RSU after RSUj on
the path between the vh’s source and destination. The value
of y can be determined based on Speedvh,ri , (xsrcvh,ri , y

src
vh,ri )

and (xdesvh,ri , y
des
vh,ri ) [31]. In this case, the latency involves the

communication time to send ri from vh to ej and the time to
send resi from ej to cloud server ck, from ck to ej+y, and from
ej+y to vh.
• Case (c): ri is offloaded to one of the cloud servers, ck for

execution. Consequently, the latency involves the time to
send ri from vh to ej and then from ej to ck, and the time
to send res from c to e and from e to v .
i k j+y j+y h

209
The communication times presented in Eq. (1) can be calcu-
lated by using Eqs. (3)–(8).

T com
ri(vh,ej) =

Sizeri
Bvh,ej

(3)

T com
resi(ej,vh) =

Sizeresi
Bej,vh

(4)

T com
resi(ej,ck) =

Sizeresi
Bej,ck

(5)

T com
resi(ck,ej+y) =

Sizeresi
Bck,ej+y

(6)

T com
resi(ej+y,vh) =

Sizeresi
Bej+y,vh

(7)

T com
ri(ej,ck) =

Sizeri (8)

Bej,ck
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The energy consumption of ri when processed on server sz
(where sz ∈ {ej, ck}) can be computed using Eq. (9).

Eri(sz ) = Pri(sz ) × PTri (9)

To estimate the power consumed by sz while processing ri,
the Locally Corrected Linear Regression (LC-LR) power model is
used as it outperformed other power models in our previous
work [38]. LC-LR is an extension of the classical linear regression
model (P ′CPUri(sz )

) by adding an error correction term as stated in
Eqs. (10) and (11). In this paper, a CPU-based linear regression
power model is used because CPU is considered to be the most
dominant power-consuming resource in a computing server [39].

Pri(sz ) = P ′CPUri(sz )
+ φCPUri(sz )

(10)

′

CPUri(sz )
= αsz + [βsz × CPUri ] (11)

The regression coefficients αsz and βsz are server-specific and
heir values should be obtained experimentally for each server.
his is using a training dataset consisting of server’s CPU utiliza-
ion values at different intervals and the corresponding power
onsumptions. The error correction term can be calculated by
onstructing a linear model between the CPU utilization values
PU ′sz and CPU ′′sz , such that CPU ′sz ≤ CPUri ≤ CPU ′′sz , as stated
n Eq. (12). The term eCPU ′sz represents the intercept of the model

nd
eCPU ′′sz

−eCPU ′sz
CPU ′′sz−CPU

′
sz

represents the slope.

CPUri(sz )
= eCPU ′sz +

(eCPU ′′sz − eCPU ′sz )(CPUri − CPU ′sz )

(CPU ′′sz − CPU ′sz )
(12)

There are multiple ways that each edge server can schedule
nd offload a set of received requests. This paper focuses on
inding the optimal solution for computation offloading in edge–
loud integrated vehicular networks which minimizes the total
nergy consumption of all the requests. The offloading decision
hould be made in a way that the latency and processing time
equirements of each request should not be violated. Hence, the
onsidered optimization problem is formulated as follows.

roblem:

inimize
n∑

i=1

Eri(sz ), sz ∈ {ej, ck} (13)

ubject to:

ri ≤ Lmax
ri , ∀i ∈ {1, 2, . . . , n} (14)

Tri ≤ PTmax
ri , ∀i ∈ {1, 2, . . . , n} (15)

Here
∑n

i=1 Eri(sz ) represents the total energy consumption of all
the requests in the system. The constraint in Eq. (14) ensures
that the latency of each request in the system is not more than
the tolerable latency. Constraint in Eq. (15) ensures that the
processing time requirement of each request is satisfied.

Computation offloading is an NP-hard problem where the
search space and time to optimal solution increase exponentially
with the number of requests required to be offloaded. Conse-
quently, in this paper, EGA is adopted to obtain a near-optimal
solution in a polynomial time.

5. Proposed algorithm

In this section, EGA [32] with adaptive fitness is proposed to
find a solution of the optimization problem (Eqs. (13)–(15)). EGA,
inspired by Charles Darwin’s theory of natural evolution, is an

iterative process that explores multiple nodes in the search space l

210
Fig. 2. Example of a chromosome that represents one of the possible offloading
solutions.

simultaneously. In the context of the considered optimization
problem, a node in the search space corresponds to an offloading
solution for a set of requests. The subset of offloading solutions in
each iteration is known as population, the number of offloading
solutions in the subset represents the population size, and the
population in each iteration is known as a generation. The pop-
ulation size remains constant throughout the generations. Each
offloading solution is represented by a sequence of request-server
allocation tuple, (ri, ej) or (ri, ck). Each tuple is known as a gene
and the sequence of genes is known as a chromosome. The length
of a chromosome, lc , is equal to the number of requests (n).
ig. 2 shows an example of a chromosome that represents an
ffloading solution for 5 requests, i.e., (lc = 5), where r1 and r4

are executed locally on e1, r2 is offloaded to c2 for execution, and
r3 and r5 are offloaded to c1. EGA resembles the process of natural
election where the fittest offloading solutions, i.e., the ones near
he optimal solution, are selected from the subset to produce of-
loading solutions for the next generation. The objective function
Eq. (13)) is used to determine the fitness of offloading solutions.
o incorporate the inequality constraints on latency (Eq. (14))
nd processing time (Eq. (15)), an adaptive fitness approach is
mplemented that penalizes the offloading solutions with SLA
iolations by reducing their fitness.
The proposed algorithm consists of 6 stages: (1) initialization

f a subset of offloading solutions, (2) evaluation of the solutions
n the subset, (3) selection of the fittest solutions, (4) crossover to
roduce offspring solutions, (5) mutation of server allocations for
ome requests, and (6) termination. In the first stage, an initial
ubset of offloading solutions is randomly generated (i.e., initial
opulation), where a solution consists of server allocations for the
equests. Each solution in the subset is evaluated in the second
tage to determine how close it is to the optimal solution. This
s using an adaptive fitness function based on the optimization
bjective and constraints stated in Eqs. (13)–(15). The fit solutions
n the subset, i.e., the ones close to the optimal solution, are then
elected using a probabilistic approach in the third stage. In the
ourth stage, the selected solutions are used to produce offspring
ffloading solutions leading to convergence. Server allocations
f some requests are randomly changed in the fifth stage to
void premature convergence. The algorithm terminates in the
ast stage based on the termination conditions. Steps 2–6 are
terated until termination. Each stage is explained in detail in the
ollowing subsections using a numerical example.

xample. A vehicular network consisting of 1 edge server, 2 cloud
ervers, and 5 vehicles. Each vehicle submits a request to the
dge server. For each request, the edge server should decide to
xecute it locally or to offload it to one of the cloud servers.
he offloading decision is made in a way that the total energy
onsumption of the requests is the minimum considering the
atency and processing time constraints for each request.
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Fig. 3. A random subset of offloading solutions at the initialization stage for the
considered example.

5.1. Initialization: Subset of offloading solutions

In this stage, an initial subset of offloading solutions is ran-
omly generated, i.e., each request is randomly allocated either
o ej or ck for execution. The number of solutions in the sub-
set is determined by the parameter popsize. The value of popsize
should be carefully selected as a small value may result in faster
convergence but the solution might get trapped in local optima,
while a large value increases the search space with slower con-
vergence towards global optima. The pseudocode for initialization
of a subset of offloading solutions is presented in Algorithm 1.
Fig. 3 shows the randomly generated offloading solutions for the
considered example.

Algorithm 1 Initialization of a subset of offloading solutions
Input: popsize, requests ri (1 ≤ i ≤ n), edge servers ej (1 ≤ j ≤

), cloud servers ck (1 ≤ k ≤ p)
Output: Initial subset of offloading solutions

1: l← 1 ▷ initialize offloading solution index
2: while l ≤ popsize do ▷ for each solution in the population
3: for i = 1 to n do ▷ for each request in solution l
4: request← ri ▷ determine the request
5: server← selectRandom ∈ {ej, ck} ▷ randomly select

edge server ej or cloud server ck
6: end for
7: offloading_solution(l)← tuple(request,server) ▷ assign

server allocation to l
8: end while

5.2. Evaluation: Input offloading solutions

In this stage, each solution from the initial subset of offloading
olutions is evaluated in terms of fitness. Each solution has an
ssociated fitness score, calculated using a fitness function, that
epresents how near the solution is from the optimal solution.
n the proposed algorithm, the energy optimization objective
Eq. (13)) is used to define the fitness function. Moreover, to
andle the optimization constraints (Eqs. (14) and (15)), a penalty
unction is used that penalizes the infeasible offloading solutions,
.e., the ones for which the constraints are violated. The gen-
ral representation of a penalized fitness function is represented
n Eq. (16), where the penalty function is added (subtracted) to
from) the non-penalized fitness score. In this paper, the penalty
unction is added to the non-penalized fitness score, to avoid a
egative fitness score value.
a
= F ′ ± v , l = {1, 2, . . . , pop } (16)
l l l size
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Different methods based on penalty functions have been pro-
posed in the literature: death, static, dynamic, annealing, co-
evolutionary, and adaptive [40]. In this paper, the adaptive
penalty method [41] is used due to the following advantages
of the adaptive method over other methods: (1) no parameter
tuning is required for the penalty function, (2) computationally
less expensive, (3) easy to implement, and (4) works well even
if the feasible search space is very small compared to the entire
search space.

In the proposed algorithm, an optimal solution represents
server allocation for requests in a way that the total energy con-
sumption of the requests is the minimum and no request violates
the SLA. This implies that the lower the energy consumption and
SLA violations for a solution, the closer the solution would be to
the optima and higher the fitness score. Consequently, to assign
the highest fitness score to the optimal solution, the reciprocal of
the sum of non-penalized fitness score (i.e., energy consumption)
and penalty factor (i.e., SLA violations) is calculated. The fit-
ness score for each offloading solution using an adaptive penalty
function can be computed as follows:

• Compute the non-penalized fitness score for each solution
in the current subset of solutions using Eq. (17).

F ′l =
n∑

i=1

Eri(sz ) (17)

• Compute latency and processing time violations, for each
request in each solution, using Eqs. (18) and (19).

LVri (l) =
{
Lri (l)− Lmax

ri , Lmax
ri < Lri (l)

0, otherwise
(18)

PTVri (l) =
{
PTri (l)− PTmax

ri , PTmax
ri < PTri (l)

0, otherwise
(19)

• Compute total latency and processing time violations for all
requests in each solution using Eqs. (20) and (21).

vlat
l =

n∑
i=1

LVri (l) (20)

v
proc
l =

n∑
i=1

PTVri (l) (21)

• Normalize the non-penalized fitness score and the con-
straints violations, i.e., the penalty factor, for each offloading
solution using Eqs. (22) and (23).

F̃ ′l =
F ′l − F ′min

F ′max − F ′min
(22)

ṽl =
1
2

(
vlat
l

vlat
max
+

v
proc
l

v
proc
max

)
(23)

• Compute the adaptive fitness for the feasible and infeasible
offloading solutions using Eq. (24).

F a
l =

⎧⎪⎨⎪⎩
ṽl, nf = 0
F̃ ′l , ṽl = 0√
(F̃ ′l )2 + (ṽl)2 + [(1− rf )ṽl + (rf )F̃ ′l ], otherwise

(24)

where rf is the fraction of feasible offloading solutions in the
subset of solutions as stated in Eq. (25).

rf =
nf (25)
popsize
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Fig. 4. Evaluation of the offloading solutions for the considered example.

• Compute the penalized fitness score for each offloading
solution as the reciprocal of the adaptive fitness score us-
ing Eq. (26). To avoid division by zero, 1 is added to the
denominator.

Fl =
1

F a
l + 1

(26)

The pseudocode for evaluating the subset of offloading so-
lutions is presented in Algorithm 2. Fig. 4 shows the fitness
evaluation of the randomly generated offloading solutions (Fig. 3)
for the considered example.

Algorithm 2 Evaluation of the subset of offloading solutions
Input: Initial subset of random offloading solutions, requests

i (1 ≤ i ≤ n)
Output: Fitness score of each offloading solution from the

subset
1: for l = 1 to popsize do ▷ for each solution l
2: F

′

l ← Equation (17) ▷ compute non-penalized fitness
3: for i = 1 to n do ▷ for each ri in l
4: LVri (l)← Equation (18) ▷ compute latency violation
5: PTVri (l)← Equation (19) ▷ compute processing time

violation
6: end for
7: vlat

l ← Equation (20) ▷ compute total latency violation
8: v

proc
l ← Equation (21) ▷ compute total processing time

violation
9: F̃

′

l ← Equation (22) ▷ compute normalized non-penalized
fitness

0: ṽl ← Equation (23) ▷ compute normalized violations
1: F a

l ← Equation (24) ▷ compute adaptive fitness
2: Fl ← Equation (26) ▷ compute penalized fitness
3: end for

5.3. Selection: Fittest offloading solutions

In this stage, offloading solutions from the subset are selected
ased on their penalized fitness score to produce offspring so-
utions. The proposed algorithm uses Roulette Wheel Selection
RWS) method for selection as it is the most used method in
he context of requests’ scheduling in computing systems [42].
WS is a fitness proportionate selection method where the se-
ection probability for an offloading solution is proportional to
he solution’s fitness. In RWS, the fitness probability and cumu-
ative probability of each offloading solution in the subset are
alculated using Eqs. (27) and (28) respectively. A roulette wheel
s constructed using the computed probabilities such that the
rea occupied by each solution is proportionate to its fitness
robability. A random number for each solution is then generated
nd placed under the area on the roulette wheel where it belongs.
he solutions under whose area the random numbers belong are
elected as the new solutions. The pseudocode for selecting the
212
Fig. 5. Selection of the fittest offloading solutions using the Roulette Wheel
Selection method for the considered example.

fittest solutions is presented in Algorithm 3.

fpl =
Fl∑popsize

l=1 Fl
(27)

pl =
l∑

i=1

fpl (28)

Algorithm 3 Selection of the fittest solutions
Input: Initial subset of random offloading solutions, popsize
Output: Subset of solutions after selection

1: for l = 1 to popsize do ▷ for each solution l
2: fpl ← Equation (27) ▷ compute fitness probability for l
3: cpl ← Equation (28) ▷ compute cumulative probability

for l
4: rnd(l)← RandomNumber ∈ U[0, 1] ▷ generate a random

number for l
5: end for
6: for k = 1 to popsize do ▷ for each solution k
7: for l = 1 to popsize do ▷ for each solution l
8: if rnd(k) > cpl then ▷ determine the position of

random number for k on the roulette wheel
9: selected_solution(k)← solution(l-1) ▷ replace

solution k by l
10: end if
11: end for
12: end for

Fig. 5 depicts the selection of the fittest offloading solutions
using RWS for the considered example. It shows that the random
number generated for solution 1 lies under the area of solution
4 on the roulette wheel. Consequently, the selected solution 1 is
solution 4 from the initial subset of offloading solutions. Similarly,
the selected solutions 2, 3, 4, and 5 are the 5th, 2nd, 4th, and
4th solutions respectively, from the initial subset of solutions.
As solution 4 in the initial subset of solutions was the fittest,
i.e., having the least SLA violations (Fig. 4), it has been selected
the majority of the times by the RWS method.
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5.4. Crossover: Offspring offloading solutions reproduction

In this stage, a crossover operation is performed to converge
he algorithm towards the optimal offloading solution. It im-
roves the performance of the algorithm by exploiting the search
pace within the neighborhood of fit solutions that are selected
rom the previous stage. It increases the number of fit offloading
olutions in the subset of solutions by swapping the server al-
ocations between two selected offloading solutions, referred to
s parent solutions. The number of parent solutions selected for
rossover operation depends on the parameter µc . For instance,
c = 0.5 indicates that approximately 50% of the solutions
ill be selected at random for the crossover. In this paper, a
ingle-point crossover is used in which the server allocations
etween the parents are swapped for all the requests after a
andomly generated cutoff point. The crossover operation begins
y generating uniform random numbers between 0 and 1 for each
olution in the subset. The solutions, for which the value of the
andom number is less than the µc , are selected for crossover. The
elected solutions are randomly paired. For each pair of solutions,
.e., parent 1 and parent 2, a cutoff point value is generated
andomly to decide for which requests the allocations should be
wapped. A crossover operation between parent solutions will
enerate two offspring solutions. The parent solutions in the pop-
lation are then replaced with the top two fittest solutions among
he parents and the offspring. Consequently, a fitter subset of of-
loading solutions is used in the next generation. The pseudocode
or the crossover operation is presented in Algorithm 4.

Algorithm 4 Crossover operation to produce offspring offloading
olutions

Input: popsize, µc , lc
Output: Subset of offloading solutions after crossover

1: for l = 1 to popsize do ▷ for each solution l
2: rnd(l)← RandomNumber ∈ U[0, 1] ▷ generate a random

number for l
3: if rnd(l) < µc then
4: selected_solution_for_crossover← l ▷ select a

solution whose random number is less than crossover rate
5: end if
6: end for
7: pairs← GeneratePairs(selected_solution_for_crossover) ▷

generate pairs from selected solutions
8: for each pair ∈ pairs do
9: selectparent_solution1 and parent_solution2 from pair ▷

assign solutions in each pair as parents
0: cutoff← RandomNumber ∈ U[1, lc − 1] ▷ randomly

generate a cutoff point
1: k← 1
2: for 1 ≤ k ≤ cutoff do ▷ for all requests till the cutoff
3: offspring_solution1(k)← parent_solution1 ▷ assign

server allocation of parent 1 to offspring 1
4: offspring_solution2(k)← parent_solution2 ▷ assign

server allocation of parent 2 to offspring 2
5: end for
6: for cutoff < k ≤ l do ▷ for all requests after the cutoff
7: offspring_solution1(k)← parent_solution2 ▷ assign

server allocation of parent 2 to offspring 1
8: offspring_solution2(k)← parent_solution1 ▷ assign

server allocation of parent 1 to offspring 2
9: end for
0: solution(pair)← Best(parent_solution1,

↪→ parent_solution2, offspring_solution1,

↪→ offspring_solution2) ▷ two fit solutions
1: end for
 t
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Fig. 6. Crossover operation on the offloading solutions to produce offspring
solutions for the considered example.

Fig. 7. Offloading solutions after crossover for the considered example.

Fig. 6 shows the crossover operation performed on the offload-
ng solutions (Fig. 5) for the considered example, where solutions
, 2, and 3 are selected for crossover. Based on the selected parent
olutions, two pairs are formed for crossover, i.e., solutions 1 –
and solutions 2 – 3. Cutoff values of 4 and 2 are generated

andomly for first and second pairs, respectively. Two offspring
olutions are generated for the first pair by swapping the alloca-
ions of the parent solutions after the cutoff (i.e., the allocation
or request 5). Similarly, for the second pair, the allocations for
he requests after the cutoff value of 2 (i.e., requests 3, 4, and 5)
re swapped. The top two offloading solutions from the first pair
f the parents and the generated offspring solutions are parent
and offspring 1. Solution 1 and solution 3 from the subset of

olutions are then replaced by these top solutions. Similarly, the
arent solutions for the second pair are replaced by the top two
olutions among the parents and their offspring solutions. The
ew subset of solutions after the crossover operation is shown
n Fig. 7.

.5. Mutation: Server allocations of some requests

In this stage, offloading solutions from the subset of solutions
re diversified by performing the mutation operation. Mutation
xplores the search space by randomly changing the server allo-
ations for some requests from the subset of solutions. This helps
he algorithm in escaping the local optima, i.e., avoids premature
onvergence, and increases the probability of finding the global
ptima. Consequently, in contrast to crossover, mutation leads
o solutions outside the neighborhood of offloading solutions.
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The number of mutations, i.e., the number of requests for which
server allocations are changed, can be calculated using Eq. (29).
It is controlled by the parameter µm. The value of µm is kept
low, as a high value might prevent the solution to converge to
an optimum solution. Requests are selected randomly for reallo-
cation and the server allocations for these requests are changed
randomly to perform the mutation operation. The pseudocode for
the mutation operation is presented in Algorithm 5.

nmut = lc × popsize × µm (29)

Algorithm 5 Mutation operation for server allocations of requests
Input: popsize, µm, lc , edge servers ej (1 ≤ j ≤ o), cloud servers

k (1 ≤ k ≤ p)
Output: A mutated subset of offloading solutions

1: nallocations ← lc × popsize ▷ compute total number of requests
allocation in the population

2: nmut ← nallocations × µm ▷ compute number of requests for
which the allocations should be mutated

3: for z = 1 to nmut do
4: rnd(z)← RandomNumber ∈ U[1, nallocations] ▷ generate

random number to select a request for mutation
5: remz ← remainder after dividing rnd(z) by lc
6: if remz = 0 then ▷ check whether the random number is

at the end of solution
7: solutionz ←

rnd(z)−remz
lc

▷ determine the solution to
which the random number belongs

8: request_to_reallocatez ← lc ▷ determine the request in
the solution for mutation

9: else
0: solutionz ←

(
rnd(z)−remz

lc

)
+ 1

1: request_to_reallocatez ← remz
12: end if
13: request_to_reallocatez, solutionz ← RandomServer ∈

{ej, ck} ▷ change the allocation for the selected request
4: end for

Fig. 8 shows the subset of offloading solutions before and
fter the mutation operation for the considered example. Three
andom numbers, 2, 4, and 8 are generated as the number of
utations is 2.5 ≈ 3 (i.e., 5 × 5× 0.1). Consequently, the server
llocations for the 2nd request of solution 1, the 4th request of
olution 1, and the 3rd request of solution 2 are then changed.
ig. 9 shows the evaluation of the offloading solutions after the
election, crossover, and mutation operations. It shows that the
itness score of the subset is improved compared to that of the
nitial subset of solutions (Fig. 4).

.6. Termination

In this stage, the algorithm is terminated if one of the two
onditions is met: (1) the maximum number of generations is
eached, or (2) the threshold fitness score is reached.

The pseudocode of the proposed approach is presented in
lgorithm 6.

. Performance evaluation

In this section, the experimental environment and the set of
xperiments performed to evaluate the proposed algorithm are
escribed. In addition, the experimental results are analyzed, and

nsights and rationales on the obtained results are presented.

214
Fig. 8. Subset of offloading solutions before and after mutation operation for
the considered example.

Fig. 9. Evaluation of the subset of offloading solutions after mutation for the
considered example.

Algorithm 6 Energy-SLA-aware evolutionary genetic algorithm-
based computation offloading

Input: popsize, requests ri (1 ≤ i ≤ n), edge servers ej (1 ≤ j ≤
), cloud servers ck (1 ≤ k ≤ p), µc , µm, lc

Output: Scheduled requests after offloading
1: Initialize a subset of offloading solutions using Algorithm 1
▷ stage 1

2: repeat
3: Evaluate the solutions in the subset using Algorithm 2 ▷

stage 2
4: Select the fittest solutions using Algorithm 3 ▷ stage 3
5: Perform crossover operation on the selected solutions

↪→ to produce offspring solutions using
↪→ Algorithm 4 ▷ stage 4

6: Perform mutation operation for reallocating some
↪→ requests using Algorithm 5 ▷ stage 5

7: until the termination condition is satisfied ▷ stage 6

6.1. Experimental environment

A heterogeneous simulated edge–cloud integrated vehicular
network is created consisting of 2 edge servers and 4 cloud
servers. The specifications of the servers are presented in Ta-
ble 3. Servers 1 and 3 (one edge and one cloud server) are part
of our Intelligent Distributed Computing and Systems (INDUCE)
research laboratory at the College of Information Technology of
the United Arab Emirates University. The specifications of the
other servers, i.e., servers 2, 4, 5, and 6 are taken from the SPEC
Power benchmark suite [43]. The selection of the servers from
the SPEC Power benchmark is done in a way that they belong
to the same family of the servers present in the laboratory, but
with distinct architectures and resource capabilities. The network
is implemented using MATLAB.

To develop the LC-LR model for each server used in the ex-
periments (Table 3), a training dataset consisting of the CPU
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Table 3
Specifications of the servers used in the experiments.
Location Server Specification

1 Intel Xeon, 2.80 GHz, 2-Core, 512 kB CacheEdge 2 Intel Xeon E5-2670, 2.60 GHz, 8-Core, 20 MB L3 Cache [44]

3 AMD Opteron 252, 2.59 GHz, 2-Core, 1 MB Cache
4 AMD Opteron 6276, 2.30 GHz, 16-Core [45]
5 Intel Xeon E5-2699 v3, 2.30 GHz, 18-Core, 45 MB L3 Cache [46]Cloud

6 AMD Opteron 6238 CPU, 2.60 GHz, 12-Core, 16 MB L3 Cache [47]
p
p
T
t
v

utilization values of a server at different intervals and the cor-
responding power consumption values is used. The datasets for
servers 1 and 3 are generated in the Laboratory and those for
servers 2, 4, 5, and 6 are obtained from the SPEC Power bench-
marking results. For the servers in the laboratory, CPU Load
Generator [48] is used to stress each server at different CPU
utilization values and measure the utilization and corresponding
power consumption values. To measure the servers’ power con-
sumption, a 4-channel digital oscilloscope, Tektronix – TBS2000
(100 MHz), with 1 GS/s of sampling [49] is used. Each server’s
power chord is connected to the oscilloscope using voltage and
current probes [39] to measure the server’s voltage and current
respectively. The voltage and current values from the oscilloscope
are extracted to a file using a LabVIEW program, and the power
consumption is then computed as the product of voltage and
current.

To get the positions of the vehicles in our simulated network,
he Vehicle–Crowd Interaction (VCI) – DUT dataset [50] is used.
he x_est and y_est columns of the dataset (representing the
stimated position of the vehicles) are used as the source location
f the vehicles in our experiments. Each vehicle in our exper-
ments generates a static request when the simulation begins.
or each request, the proposed algorithm decides on whether to
xecute it locally on the edge server to which it is submitted or
o offload it to a cloud server. The characteristics of the requests
re based on different vehicular applications namely face recog-
ition and object detection for autonomous driving, augmented
eality, VANET-based health monitoring, and infotainment [51–
3]. Table 4 shows the list of different parameters used in the
xperiments along with their values. The optimal values for the
ptimization parameters, i.e., crossover rate, mutation rate, and
opulation size, are obtained by evaluating the algorithm with
ifferent values of these parameters (Table 4). The value of the
ermination condition is selected in a way that the algorithm
onverges before termination. In addition, the algorithm involves
wo dependent parameters, i.e., length of chromosome and num-
er of mutation, and four random parameters for selection of
olutions using RWS, selection of parent solutions for crossover,
eneration of cutoff values for crossover, and selection of requests
or mutation. The value of chromosome length is the same as
he number of requests and the value of mutation is calculated
ased on chromosome length, population size, and mutation rate
Eq. (29)).

.2. Experiments

In this section, the experiments performed to obtain the train-
ng dataset for servers 1 and 3 for power model development and
o simulate the vehicular network for implementing our proposed
lgorithm are explained.
To get the training dataset consisting of CPU utilization values

nd corresponding power consumptions for servers 1 and 3,
ach server’s CPU is stressed, using a CPU load generator, with
PU utilization between 0% and 100% at an interval of 10%. For
ach utilization, the CPU is stressed for five minutes, and the
erver’s real-time CPU utilization and power consumption values
 f
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Fig. 10. Probability distribution of the generated requests’ CPU utilization,
length, and size values.

are measured every second. The measured values are written
to a file. The values over five minutes are then averaged. The
experiment for each CPU load is repeated five times and all the
average values are averaged. Table 5 shows the CPU utilization
values and the corresponding power consumption for servers 1–
6. CPU utilization is the value returned by a server’s operating
system which indicates the percentage of total processing power
given to a process at a certain time.

To evaluate the performance of our proposed algorithm, a
heterogeneous edge–cloud integrated vehicular network is sim-
ulated with increasing vehicles. For the geographical location of
each server, the x and y coordinates are generated randomly
between the minimum and the maximum values of the vehicles’
source locations in a way that the edge servers are equidistant
from each other. For each request submitted to an edge server,
its CPU utilization, length, and size are generated randomly. The
dataset containing details of these values is provided in the sup-
plementary file and is available in a public Git repository for
reproducibility.1 Fig. 10 shows the probability distribution of the
generated utilization, length, and size values for the requests.

To obtain the optimal values of EGA parameters (µc, µm, and
opsize) for the proposed algorithm, µc is first varied with other
arameters (Table 4) being constant at their minimum values.
he parameter µm is then varied, with µc constant at its op-
imal value and other parameters constant at their minimum
alues. Lastly, popsize is varied keeping µc and µm constant at

their optimal values and remaining parameters at their minimum
values. After obtaining the optimal values for EGA parameters,
the proposed algorithm is evaluated with varying latency and
processing time requirements, edge–cloud bandwidth, and the
number of requests. While varying each parameter, the values
of the remaining three parameters are fixed to their minimum
values. The performance of our proposed algorithm is measured
in terms of total energy consumption for all the requests and the

1 https://github.com/Dr-Leila-Ismail/Energy-SLA-Aware-Genetic-Algorithm-
or-Edge-Cloud-Integrated-Computation-Offloading-in-Vehicular-Net.git.

https://github.com/Dr-Leila-Ismail/Energy-SLA-Aware-Genetic-Algorithm-for-Edge-Cloud-Integrated-Computation-Offloading-in-Vehicular-Net.git
https://github.com/Dr-Leila-Ismail/Energy-SLA-Aware-Genetic-Algorithm-for-Edge-Cloud-Integrated-Computation-Offloading-in-Vehicular-Net.git
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Table 4
Experimental parameters.
Parameter Value(s)

Number of vehicles 20, 40, 60, 80, 100
Requests’ CPU utilization (%) U (10,90)
Requests’ length (MI) U (500,5000)
Request’s size (megabits) U (1,16)
Vehicle — RSU bandwidth (megabits/seconds) 500
RSU — cloud bandwidth (megabits/seconds) U (500,600), U (600,700), U (700,800), U (800,900), U (900,1000)
Requests’ latency requirement (milliseconds) 100, 200, 300, 400, 500
Requests’ processing time requirement (seconds) 1, 2, 3, 4, 5
Crossover rate 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95
Mutation rate 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.10
Population size 2 × |M|, 4 × |M|, 6 × |M|, 8 × |M|, 10 × |M|
Termination condition 500 generations

U denotes Uniform distribution.
Table 5
CPU utilization and corresponding power consumption values for servers 1–6.
CPU utilization (%) Power consumption (W)

Server 1 Server 2 Server 3 Server 4 Server 5 Server 6

0 138.2685 54.1 204.2420 265 45 127
10 142.2829 78.4 204.9672 531 83.7 220
20 146.7379 88.5 205.9185 624 101 254
30 151.1492 99.5 206.6314 718 118 293
40 155.3824 115 207.5923 825 133 339
50 159.9734 126 208.5179 943 145 386
60 164.4558 143 209.1885 1060 162 428
70 169.1667 165 210.2377 1158 188 463
80 173.8268 196 211.1731 1239 218 497
90 178.4852 226 211.8091 1316 248 530
100 181.7913 243 214.9755 1387 276 559
T
g

percentage of requests violating the SLAs. The percentage of SLA
violations is calculated as the percentage of requests violating
latency or processing time constraints as stated in using Eq. (30).

%SLAVs =

⎛⎝ #
∀i∈M

(
[Lri ≤ Lmax

ri ] ∨ [PTri ≤ PTmax
ri ]

)
|M|

⎞⎠× 100% (30)

The proposed algorithm is compared with the following three
aseline approaches to demonstrate its performance:

• Energy-Non-SLA-Aware Offloading using Genetic Algorithm
(ENSA-GA): An offloading scheme using a genetic algo-
rithm whose objective is to minimize the total energy con-
sumption of all the requests without considering the SLA
constraints.
• Random Offloading (RO): An offloading scheme where each

request is randomly scheduled either at the edge server
or one of the cloud serves. This scheme does not con-
sider the servers’ energy consumption and the requests’ SLA
requirements.
• No Offloading (NO): Each request is executed at the edge

server to which it has been submitted. This scheme does not
consider the servers’ energy consumption and the requests’
SLA requirements.

The experiments are repeated for ENSA-GA, RO, and NO with
arying latency and processing time requirements, edge–cloud
andwidth, and the number of requests.

.3. Experimental results analysis

In this section, the analyzes of the results obtained for power
odel development, parameters tuning for EGA, and a com-
arison of the proposed algorithm with ENSA-GA and RO are
216
Fig. 11. Linear regression models for servers 1–6.

presented. Fig. 11 shows the CPU utilization values of our testbed
(servers 1–6) stressed with a load from 0% to 100%, and the
corresponding power consumptions. It also shows the developed
linear regression model for each server along with its regression
coefficients values. It is observed that the developed regression
models fit well the actual data points, showing a linear relation-
ship between the CPU utilization and the corresponding power
consumption values.

Fig. 12 shows the fitness score of the proposed genetic algo-
rithm with different values of µc . As shown in Fig. 12(a), the
fitness score for all the values of µc converges to 1. However,
the convergence took time for µc = 0.55 and µc = 0.7.
his is also shown in the distribution of the fitness score over
enerations in Fig. 12(b). As shown in Fig. 12(a), µc = 0.95 gives

the fastest convergence after the 76th generation. Figs. 13(a) and
13(b) shows the convergence of the total energy consumption
and the distribution of total energy consumption, respectively,
for different values of µc . As shown in Fig. 13, the total energy
consumption for µ = 0.95 converges quickly to the global
c
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Fig. 12. Fitness score of requests’ offloading solutions using the proposed
algorithm versus crossover rate µc .

Fig. 13. Total energy consumption of requests’ offloading solutions using the
proposed algorithm versus crossover rate µc .

ptima. Consequently, the optimal value of µc for the considered
roblem in this paper is set as 0.95.
Fig. 14 shows the fitness score of the proposed genetic algo-

ithm with different values of µm. As shown in Fig. 14(a), the
itness score for µ = 0.06, 0.07, 0.08, 0.09, and 0.1 does not
m
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Fig. 14. Fitness score of requests’ offloading solutions using the proposed
algorithm versus mutation rate µm .

converge to 1. Moreover, the score for µm = 0.04 and µm = 0.5
converges after 490th generation. This is also confirmed in the fit-
ness distribution plot (Fig. 14(b)). Comparing the convergence for
the remaining values of µm, the fastest convergence is obtained at
103rd generation for µm = 0.02. Figs. 15(a) and 15(b) shows the
convergence of the total energy consumption and the distribution
of total energy consumption, respectively, for different values of
µm. As shown in Fig. 15(a), the total energy consumption for
µm = 0.02 converges quickly to the global optima. This is also
confirmed by the distribution plot in Fig. 15(b). Consequently, the
optimal value of µm for the considered problem in this paper is
set as 0.02.

Fig. 16 shows the fitness score of the proposed genetic al-
gorithm with different values of popsize. As shown in Fig. 16(a),
the fitness score for all values of popsize converge to 1. This
is also confirmed in the fitness distribution plot (Fig. 16(b)).
However, comparing the convergence time, popsize = 8×|M| con-
verges has the fastest convergence at 31st generation, whereas
popsize = 2×|M| has the slowest convergence at 104th generation.
Figs. 17(a) and 17(b) shows the convergence of the total energy
consumption and the distribution of total energy consumption,
respectively, for different popsize. As shown in Fig. 17(a), the total
energy consumption for popsize = 8 × |M| converges quickly to
the global optima at 49th generation, whereas that for popsize =
2 × |M| has the slowest convergence at 176th generation. How-
ever, as the fitness and total energy consumption for all popsize
values converge before 200 generations, popsize = 2 × |M| is
considered in this paper. This is to increase the efficiency of the
genetic algorithm. The optimal values for (µc, µm, andpopsize) are
application dependent and should be determined for different
applications.

Figs. 18–21 show the total energy consumption and percent-
age of SLA violations for the proposed, ENSA-GA, RO, and NO
algorithms for different latency requirements, processing time
requirement, edge–cloud bandwidths, and requests. The value of
each parameter is varied while keeping others to their minimum
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Fig. 15. Total Energy Consumption of requests’ offloading solutions using the
roposed algorithm versus mutation rate µm .

Fig. 16. Fitness score of requests’ offloading solutions using the proposed
algorithm versus population size popsize .

alues (Table 4). The µc , µm, and popsize parameters for the pro-
osed and ENSA-GA algorithms are set at 0.95, 0.02, and 2× |M|

respectively. As shown in Fig. 18(a), RO has the highest energy
consumption, while ENSA-GA has the least energy consumption
for all latency requirement values. This is because, RO does not
218
Fig. 17. Total energy consumption of requests’ offloading solutions using the
proposed algorithm versus population size popsize .

Fig. 18. Requests’ offloading using the proposed algorithm, ENSA-GA, RO, and
NO versus latency requirements.

consider the energy consumption while offloading the requests,
whereas the objective of ENSA-GA is to offload in a way that
the total energy consumption of the requests is the minimum.
The energy consumption of the proposed algorithm is higher
than that of ENSA-GA because our proposed algorithm aims to
minimize the total energy consumption considering the latency
and processing time constraints. Consequently, the proposed al-
gorithm will not consider an offloading scheme having the least
energy consumption if any of the constraints is violated for one or
more requests. Comparing the percentage of SLA violations for the
considered algorithms (Fig. 18(b)), NO, RO, and ENSA-GA violate
SLA constraints, whereas the proposed algorithm has no SLA
violations. The average percentage of violations, with increasing
latency requirements, is 65% for ENSA-GA, 66% for RO, and 80%
for NO.

Figs. 19(a) and 19(b) show the total energy consumption and
percentage of SLA violations respectively, for the proposed, ENSA-
GA, RO, and NO algorithms for different processing time re-
quirements. As shown in Fig. 19(a), RO has the highest energy
consumption. This is because RO does not consider the energy
consumption while offloading the requests. Comparing the total
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Fig. 19. Requests’ offloading using the proposed algorithm, ENSA-GA, RO, and
NO versus processing time requirements.

Fig. 20. Requests’ offloading using the proposed algorithm, ENSA-GA, RO, and
NO versus edge–cloud bandwidths.

energy consumption of the proposed algorithm and ENSA-GA, the
proposed algorithm has more energy consumption for a process-
ing time requirement of 1 s. For the requirement greater than
1 s, the total energy consumptions of the proposed and ENSA-GA
algorithms are the same. This is because, for a processing require-
ment of 1 s, 12 requests have a processing time greater than 1 s if
processed on the servers where the total energy consumption is
the minimum. This is not considered by ENSA-GA. However, the
proposed algorithm considers this SLA violation and offloads the
requests in a way that their energy consumption is the minimum
with no SLA violation. Comparing the percentage of SLA violations
for the considered algorithms (Fig. 19(b)), RO and NO violate the
constraints for processing time requirements of 1, 2, and 3 s,
whereas ENSA-GA violates the constraints for a processing time
requirement of 1 s. The proposed algorithm has no SLA violations.
It is evident from the figure that the energy consumptions of the
proposed and ENSA-GA algorithms are the same when ENSA-GA
has no SLA violations. The average percentage of violations, with
different processing time requirements, is 12% for ENSA-GA, 16%
for RO, and 31% for NO.

Figs. 20(a) and 20(b) show the total energy consumption and
percentage of SLA violations respectively, for the proposed, ENSA-
GA, RO, and NO algorithms for different edge–cloud bandwidths.
As shown in Fig. 20(a), RO has the highest energy consump-
tion, whereas ENSA-GA has the least energy consumption. This
is because RO does not consider the energy consumption while
offloading the requests. Comparing the total energy consumption
of the proposed algorithm and ENSA-GA, the proposed algorithm
has more energy consumption. This is because our proposed al-
gorithm aims to minimize energy consumption while considering
SLA violations. Comparing the percentage of SLA violations for the
considered algorithms (Fig. 20(b)), NO, RO, and ENSA-GA violate
SLA constraints, whereas the proposed algorithm has no SLA
violations. The average percentage of violations, with different

bandwidths, is 60% for ENSA-GA, 69% for RO, and 80% for NO.
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Fig. 21. Requests’ offloading using the proposed algorithm, ENSA-GA, RO, and
NO versus number of requests.

Figs. 21(a) and 21(b) show the total energy consumption and
percentage of SLA violations respectively, for the proposed, ENSA-
GA, RO, and NO algorithms for increasing requests. As shown
in Fig. 21(a), RO has the highest energy consumption, whereas
ENSA-GA has the least energy consumption. Comparing the total
energy consumption of the proposed algorithm and ENSA-GA, the
proposed algorithm has more energy consumption. The total en-
ergy consumption for all the algorithms increases with increasing
requests. Comparing the percentage of SLA violations for the con-
sidered algorithms (Fig. 21(b)), NO, RO, and ENSA-GA violate SLA
constraints. The number of requests violating SLA for ENSA-GA in-
creases with an increasing number of total requests. However, the
percentage of SLA violations decreases with increasing requests.
This is because the percentage is calculated based on the total
requests. The average percentage of violations, with increasing
requests, is 54.82% for ENSA-GA, 59.47% for RO, and 60.45% for
NO. The proposed algorithm has no SLA violations for 20, 40,
and 60 requests. However, it violates SLA for 1.25% of requests
when the total number of requests is 80, and 5% of requests when
total requests are 100. This is because the algorithm is not able
to converge to global optima within 500 generations for a high
number of requests. The average percentage of violations, with
increasing requests, for the proposed algorithm is 1.25%.

Table 6 summarizes and compares the total energy consump-
tion and percentage of SLA violations for the proposed, ENSA-GA,
RO, and NO algorithms.

7. Conclusions and future work

Computation offloading is important in edge–cloud integrated
vehicular networks to execute computationally intensive appli-
cations having strict SLA requirements. However, the energy
consumption of the edge–cloud integrated computing platform
should be considered energy-efficiency is crucial. In this paper,
an Energy-SLA-Aware evolutionary genetic algorithm is proposed
for edge–cloud computation offloading in a vehicular network
that executes a vehicle’s request either on the edge server to
which the request is submitted or offloads the request to one of
the cloud servers. The offloading decision is made in a way that
the total energy consumption of a set of requests is minimized
and the SLA requirements of each request are maintained in
terms of latency and processing time. The SLA constraints in
the proposed algorithm are handled using the adaptive penalty
function. This is the first work to propose an energy-SLA-aware
offloading in the vehicular network using EGA that optimizes
the energy consumption of the edge and cloud servers simul-
taneously, while adhering to the latency and processing time
constraints. Comparative analysis and numerical experiments
carried out revealed that the proposed algorithm outperforms
no offloading and random offloading approaches in terms of
energy consumption, and no offloading, random and energy-

non-SLA-aware genetic-based baseline approaches in terms of
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Table 6
Average total energy consumption and percentage of SLA violations for the proposed, ENSA-GA, RO, and NO algorithms.
Variable Average total energy consumption (W-s) Average percentage of SLA violations

Proposed ENSA-GA RO NO Proposed ENSA-GA RO NO

Latency requirement 5135.264 4580.469 17358.68 7584.969 0% 65% 66% 80%
Processing time requirement 4688.509 4580.469 15526.07 7584.969 0% 12% 17% 31%
Edge–cloud bandwidth 5194.99 4580.469 17744.25 7584.969 0% 60% 69% 80%
Requests 15703.01 11523.76 40616.08 19386.44 1.25% 54.82% 59.47% 60.45%
percentage of SLA violations. For future research work, partial
offloading will be investigated where part of the request would
be executed locally on the vehicle, and the remaining part(s)
would be offloaded to edge and/or cloud servers while optimizing
energy in vehicle/edge/cloud and preserving SLAs. In addition,
different selection algorithms for the fittest offloading solutions
in EGA will be evaluated. Another future work is to consider the
security of the applications’ requests during offloading.
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