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A B S T R A C T

In the age of the information explosion, the energy demand for cloud data centers has increased markedly; hence, reducing the energy consumption of cloud data centers is essential. Dynamic virtual machine VM consolidation, as one of the effective methods for reducing energy energy consumption is extensively employed in large cloud data centers. It achieves the energy reductions by concentrating the workload of active hosts and switching idle hosts into low-power state; moreover, it improves the resource utilization of cloud data centers. However, the quality of service (QoS) guarantee is fundamental for maintaining dependable services between cloud providers and their customers in the cloud environment. Therefore, reducing the power costs while preserving the QoS guarantee are considered as the two main goals of this study. To efficiently address this problem, the proposed VM consolidation approach considers the current and future utilization of resources through the host overload detection (UP-POD) and host underload detection (UP-PUD). The future utilization of resources is accurately predicted using a Gray-Markov-based model. In the experiment, the proposed approach is applied for real-world workload traces in CloudSim and were compared with the existing benchmark algorithms. Simulation results show that the proposed approaches significantly reduce the number of VM migrations and energy consumption while maintaining the QoS guarantee.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

Cloud computing, also called Internet-based computing, provides on-demand computing resources and data to computers and any web-connected devices. By means of various technologies and concepts (e.g., hardware virtualization and data centers), cloud computing can achieve economies of scale and is grouped into three cloud service models and four cloud deployment models [24], each of which addresses a different type of business information technology (IT) requirement. In this paper, Infrastructure as a Service (IaaS) is investigated [25,29]. Various public cloud providers such as Amazon, Yahoo, and Microsoft construct enormous cloud data centers worldwide to offer cloud computing services to their customers [1,2]. The ever-growing infrastructure demands of cloud computing have resulted in remarkable growth in energy consumption at cloud data centers [6]. Excessive energy consumption not only leads to substantial operation expenses, but also produces considerable carbon emissions. Thus, the cost savings that are associated with energy conservation and effective energy-aware resource management strategies for cloud data centers have become essential, as shown in Fig. 1. Additionally, to satisfy customers’ expectations concerning performance, cloud service providers and their customers must attain the required quality of service (QoS) levels. The QoS requirements are defined by service level agreements (SLAs), which are contracts that enumerate in measurable terms what services the cloud service provider must furnish, such as system throughput, response time, and down-time ratio. Consequently, reducing the power consumption in cloud data centers while preserving QoS requirements is this study's principle objective.

Generally, the average CPU utilization of physical machines (PMs) is only 15%–20% in their common state. Additionally, idle PMs comprise the majority of PMs and continuously consume 70% of their peak energy consumption [14]. Evidently, one of the principal factors in energy waste is that too many idle PMs exist. Thus, ensuring that the lowest possible number of PMs are active is an efficient approach to reducing energy expenses in cloud data centers. Recently, several studies and developments have been proposed for decreasing the energy expenses of cloud data
Dynamic virtual machine (VM) consolidation is an effective approach for decreasing the energy expenses and resource utilization \cite{6,9}. By leveraging hardware virtualization technology \cite{3}, several VMs are hosted on the same physical server, on which each VM can run one or more applications. Moreover, the hardware virtualization enables individual tasks to fewer servers to optimize the resources efficiency. By using live VM migration techniques, VMs can be consolidated and packed on fewer PMs, thereby reducing the energy consumption \cite{8}. The VM consolidation schematic diagram is presented in Fig. 2. However, the workload of diverse application types is dynamically variable. To most effectively utilize the resources, the VM consolidation approach must be employed in online.

VM consolidation is commonly split into the following steps \cite{5}: (1) detecting overloaded hosts; (2) detecting under-loaded hosts; (3) selecting VMs; and (4) placing VMs. Our study focuses on the first and second steps of the VM consolidation problem.

In detail, when a host is identified as overloaded, some of the VMs on said host should be properly selected for migration to other suitable hosts. If no host in an active state with adequate resources to run the VM, an inactive host is initiated so that the selected VMs can be allocated to that machine. In addition, when a host is identified as under-utilized, all VMs from that host are chosen for migration if they can be consolidated into other suitable hosts without exceeding the full load. Furthermore, to save energy, idle hosts are subsequently switched into a low-power state. However, switching the power state of a host from idle to low-power state and vice versa wastes additional energy \cite{15,30}. Hence, to save power, switching hosts’ states is necessary, but restricting their frequency is even more vital.

In this paper, our approach is used to predict short-term future resource utilization on the basis of historical data on the sample hosts. Current and predicted utilization metrics are considered a reliable characterization of overloaded and under-loaded hosts. Because CPU utilization has the greatest impact on energy expense \cite{4,5}, our approach focuses on CPU utilization in relation to CPU resources. Our main contributions are described as follows:
• An effective utilization prediction approach based on the Gray–Markov forecasting model to forecast short-term future CPU utilization according to the accumulated data on the considered hosts is proposed. In addition, combining data on present and near future CPU utilization is a dependable characterization of overloaded and under-loaded hosts. Thus, cloud providers can increase energy efficiency and the SLA’s performance guarantee.

• Effective dynamic VM consolidation with a utilization prediction algorithm for energy-efficient cloud data centers is proposed, namely, utilization prediction-based potential overload detection (UP-POD) and utilization prediction-based potential underload detection (UP-PUD).

• A power-saving value based on power consumption and number of migrations for detecting under-loaded hosts is proposed. This value can be used to more reliably select under-loaded hosts.

• Through several simulations based on real-world workloads, the proposed approach reduces the energy consumption while restricting the number of migrations. Therefore, it increases the performance of cloud data centers with an improved SLA performance guarantee.

The remainder of this paper is organized as follows: Section 2 summaries related studies on the dynamic VM consolidation problem in cloud data centers. The problem statement is provided in Section 3. The system architecture, Gray–Markov-based prediction model, and the VM consolidation algorithms comprising host overload detection and host underload detection are presented in Section 4. The implementation instructions for our approach are presented in Section 5. Finally, the experimental results and conclusion are illustrated in Sections 6 and 7, respectively.

2. Related works

In this section, studies on the problem of dynamic VM consolidation problem in cloud data centers are discussed. Numerous studies have sought to address this problem.

The problem of decision-making when a host is overloaded or under-loaded has been investigated in the literature [6,21,32,33]. The critical concern is the decision of whether a host is considered overloaded or under-loaded depending on the variations in VM workload over time and types of user applications. When determining whether a host is overloaded or under-loaded, several VM consolidation approaches have considered only current resource utilization [4,21]. Such approaches only may lead to needless migrations, thereby aggravating the overhead such as the energy costs for VM migration, performance degradation attributable to migration, and extra traffic [12,15,30]. Therefore, the threshold should be robustly decided to restrict the frequency of VM migration.

Several studies have addressed dynamic VM consolidation by applying migration techniques to optimize power consumption [5,23,33,34]. In the primary method, thresholds set statically were applied to decide whether a host is overloaded or under-utilized. These approaches attempt to maintain the current utilization of a host between the hot and cold thresholds. Zhu et al. [34] proposed a method for determining the static threshold of CPU utilization to estimate when a host is considered overloaded. If CPU utilization exceeds 85%, the host is considered overloaded. However, setting static thresholds and using the current resource usage are not effective measurement approaches for cloud data centers with dynamic workloads, where the utilization of VMs running on a physical server continuously changes. Beloglazov et al. [5] proposed a set of adaptive upper thresholds (i.e., median absolute deviation (MAD), interquartile range (IQR), and local regression (LR)) that can be obtained through statistical analysis of the historical data. Although the considered thresholds are not static values, these approaches use only current resource utilization as the principal criterion to make decisions regarding VM migrations. Thus, they cannot make reliable decisions when the host load needs to be reduced, and this causes energy waste and unnecessary migrations. In the literature [11,19,33], the problem of forecasting future resource usage by utilizing historical data in cloud data centers has been studied. Farahnakian et al. [11] proposed a method employing linear regression to predict CPU usage for VM consolidation. Zheng et al. [19] applied the Gray prediction model to predict host CPU and RAM resource utilization. The Gray forecasting model does not require substantial training data and is based on simple mathematical derivations. The experimental results indicated that this model cannot guarantee dependable prediction results for workloads with frequent fluctuations. Moreover, Markov prediction is effective for predicting statistical data with frequent fluctuations. To improve the prediction accuracy of the Gray forecasting model, adding Markov prediction can enhance systems with severe randomly variable time series. Therefore, in cases of time series with frequent fluctuations, Gray–Markov prediction model performs more accurately than does the Gray prediction model [17]; hence the Gray–Markov model is considerably more suitable for the dynamic workload of cloud data centers.

The Gray–Markov prediction model has been used in many fields such as electricity demand [31], fire accidents [22], and traffic volume [29]. No studies have implemented the Gray–Markov prediction model for analyzing resource demand in cloud data centers. Thus, we did so in this study to optimize the Gray forecasting model.

3. Problem statement

The problem is presented in Fig. 3. Suppose that a large cloud data center supplies computing resources in the form of VM instances. In this paper, the VM consolidation problem concerns the decision regarding a host is overloaded or under-loaded. Once the overloaded hosts have been identified, all VMs with a potential increase in CPU utilization are migrated from these hosts to maintain QoS; once the under-loaded hosts have been identified, all VMs from this host are migrated from these hosts to reduce energy consumption.

An efficacious VM consolidation approach optimizes VM placement for the maximum expected benefit to reduce the number of hosts in an active state. The benefit originates from two main factors: the number of VM migrations and the rate of SLA violations. More crucially, by assigning VMs to hosts on the basis of their near-future resource utilization, these benefits can be realized in advance. To describe the problem of the conventional VM consolidation approach and the benefits of the prediction-based approach, example is represented in Fig. 3. Suppose that there are two hosts and three VMs.

1. At time t, the CPU utilization of Host₁ and Host₂ is 0.35 and 0.60, respectively. Because Host₁ has sufficient resources to run VM₂, a normal VM consolidation migrates VM₂ to Host₁ to minimize the number of hosts in an active state and switches Host₂ into a low-power state.

2. At time t + 1, the CPU utilization requested by VM₃ increases from 0.60 to 0.75. Because Host₁ has inefficient free capacity to contain VM₃, Host₁ is overloaded and some SLA violations occur.

3. At time t + 2, VM₃ migrates to Host₂ to avoid additional SLA violations. Hence, if a VM consolidation approach predicts the resource requirements of a VM before migration, the unnecessary migrations can be evaded and the rate of SLA violations can be reduced.
4. Proposed utilization-prediction-aware VM consolidation

In this section, our proposed utilization-prediction-aware VM consolidation approach for cloud data centers is divided into several parts. In Sections 4.1 and 4.2, the system architecture of the cloud data center and the Gray–Markov-based prediction model is presented. In addition and most crucially, the resource utilization prediction algorithms (UP-POD and UP-PUD) and power saving value based on the predicted CPU utilization are presented in Section 4.3.

4.1. System architecture

Our system architecture is presented in Fig. 4.

Our implementation consists of $m$ heterogeneous hosts (i.e., $H = \{h_1, h_2, \ldots, h_m\}$) in a cloud data center. Each host is characterized by different resource types such as CPU, memory size, network bandwidth, and storage capacity. Additionally, CPU is usually measured in million instructions per second (MIPS). At any given time, many simultaneous users use the services of a cloud data center. The provisioning of $n$ VMs (i.e., $V = \{v_1, v_2, \ldots, v_n\}$) is requested by users. The VMs are initially allocated to hosts applying the best fit decreasing (BFD) algorithm, which is one of the most widely used heuristic algorithms for solving the bin-packing problem. Because of the BFD algorithm, all unutilized space in the destination hosts is minimized. The algorithm selects a host for which the amount of available resources is closest to the amount of resources requested by the VM. This explains why the BFD algorithm effectively performs the initial allocation of VMs. However, the requested utilizations of running hosts and VMs change over time due to dynamic workloads with frequent fluctuation: hence the initial allocation approach must be enhanced with a VM consolidation algorithm that can be implemented periodically to optimize the performance of cloud data centers. Our proposed approach is conducted every 5 min in a cloud data center to reduce energy expenses and the number of hosts in active state.

The system architecture comprises two types of agents: (1) a global manager (GM) deployed in a master node, and (2) entirely distributed local managers (LMs) in all hosts. The two agents execute the following steps at each iteration:

1. The current resource utilization of all VMs in a host is monitored by each LM periodically. Each LM predicts the future CPU utilization of a host on the basis of historical data in a log file by applying the Gray–Markov prediction model precisely.
2. The information and status from the LMs are gathered by the GM to comprehend the overall situation of hosts
4.2. Prediction method

4.2.1. GM(1,1) grey prediction model

Among the family of gray forecasting models, the most frequently used is the GM(1,1) model [10]. Conventional forecasting techniques usually handle original historical data series directly and attempt to approximate their evolutionary behavior. However, through a preliminary transformation, the initial GM(1,1) model starts by converting the original data series into a monotonically increasing data series; this is called an accumulated generating operation (AGO). By applying the AGO technique, the noise of the original data series is efficiently reduced, and the generated new data series exhibits exponential behavior approximately. Because the solution of first-order differential equations also takes the exponential form, the first-order gray differential equations are constructed to model the data series from the AGO and forecast the future behavior of the system. Generally, the procedure of a Gray model is derived as follows:

Step 1: Assume the host's historical data on CPU utilization with $n$ samples (time point) as

$$X^{(0)} = [x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)].$$

(1)

Step 2: Construct the AGO. Let $X^{(1)}$ be the transformation sequence of $X^{(0)}$:

$$X^{(1)} = [x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)].$$

(2)

where

$$X^{(1)}(k) = \sum_{i=1}^{k} x^{(0)}(i), \quad k = 1, 2, 3, \ldots, n.$$  

(3)

Consequently, the model of the first-order differential equation GM(1, 1) is

$$\frac{dx^{(1)}}{dt} + ax^{(1)} = b,$$  

(4)

where $t$ is independent variable, $a$ is the development coefficient, and $b$ is the gray control variable.

Step 3: Perform the conversion treatment on the former and latter terms. Consider the following:

$$\frac{dx^{(1)}}{dt} \rightarrow x^{(1)}(k+1) - x^{(1)}(k).$$  

(5)

Through an inverse AGO (IAGO), it can be derived that

$$x^{(1)}(k+1) - x^{(1)}(k) = x^{(0)}(k+1).$$  

(6)

Its definition in $x^{(1)}(t)$ is

$$x^{(1)}(k) \rightarrow 0.5x^{(1)}(k) + 0.5x^{(1)}(k-1) = z^{(1)}(k).$$  

(7)

After collation, it is known that

$$\frac{dx^{(1)}}{dt} + ax(1) = b \rightarrow x^{(0)}(k) + az^{(1)}(k) = b.$$  

(8)

Step 4: Determine $a$, $b$ by using the least squares method. Consider the following:

$$\begin{bmatrix} a \\ b \end{bmatrix} = (B^T B)^{-1}B^T Y_n,$$  

(9)

where the accumulated matrix $B$ and constant term $Y_n$ are

$$Y = \begin{bmatrix} -z^{(1)}(2) \\ -z^{(1)}(3) \\ \vdots \\ -z^{(1)}(n) \end{bmatrix}, \quad B = \begin{bmatrix} x^{(0)}(2) \\ x^{(0)}(3) \\ \vdots \\ x^{(0)}(n) \end{bmatrix}.$$  

(10)

Step 5: Construct the gray prediction model. The equation in GM(1, 1) is

$$x^{(0)}(k) + az^{(1)}(k) = b$$  

(11)

where the primitive condition of $x^{(1)}$ is $x^{(0)}(1) = x^{(1)}(1)$.

The whitening equation is expressed as follows:

$$\frac{dx^{(1)}}{dt} + ax^{(1)}(t) = b.$$  

(12)

Step 6: According to Eq. (12), the solution of $x^{(1)}(t)$ at time $k$ is

$$\hat{x}^{(1)}(k + 1) = (x^{(0)}(1) - \frac{b}{a} e^{-ak} + \frac{b}{a}.$$  

(13)

To obtain the predicted value of the primitive data at time $(k + 1)$, the IAGO is used to establish the following gray model:

$$\hat{x}^{(0)}(k + 1) = (x^{(0)}(1) - \frac{b}{a} e^{-ak}(1 - e^a)).$$  

(14)

and the predicted value of the primitive data at time $(k + H)$:

$$\hat{x}^{(0)}(k + H) = \frac{b}{a} e^{-a(k+H-1)}(1 - e^a).$$  

(15)

4.2.2. Gray–Markov method

The Gray–Markov prediction model combines the Gray model and Markov chain [20,22]. In this approach, the initial prediction is employed by applying Grey prediction model; furthermore, the Markov chain is implemented to predict the error in prediction determined using the Gray prediction model. By adding this predicted error to the predicted outcome of the Gray system, the whole prediction error decreases one step further and the prediction accuracy increases markedly. The procedure for integrating the Markov method into forecasting is presented as follows:

1. Determining the state of error
   In the first step, errors in the Gray prediction model for several previous predictions considered (in this paper, 24 previous prediction errors are considered). The interval of these states is equal and defined as
   $$R_t = \frac{\text{err}_{\text{max}} - \text{err}_{\text{min}}}{NS}$$  
   (16)

   where $\text{err}_{\text{max}}$ and $\text{err}_{\text{min}}$ are the maximum and minimum values of the samples, respectively, and $NS$ is the number of states.

2. Constructing the probability transition matrix
   A procedure by which the $n$th sample from state $i$ changes to the $(n + 1)$th sample at state $j$ is the transition $T_{ij}$. Higher orders of transition $T_{ij}^{(m)}$ are defined when the $n$th sample is in state $i$ being changed to the $(n + m)$th sample, which is in state $j$. The probability of the transition from state $i$ to state $j$ can be determined using the following equation:
   $$p_{ij}^{(m)} = \frac{M^{(m)}_{ij}}{M_i}$$  
   (17)

   where $i$ and $j$ may vary from 1 to the number of states. $M^{(m)}_{ij}$ and $M_i$ denote the number of transitions from state $i$ to state $j$ and the number of data items in state $i$, respectively. The matrices constructed from various orders of transition probability are viewed as transition probability matrices.
to execute themigration decision. Algorithm 1 can be explained subsequently, the overloaded hosts are added into $H_{\text{over}}$, as output to execute the migration decision. Algorithm 1 can be explained step by step as follows.

\begin{align*}
\text{foreach } h \in H_{\text{active}} \text{ do} \\
\text{if } D_0(t) < 24 \text{ then} \\
\text{if } U_t(t) > \tau_u \text{ then} \\
\quad \text{return } \text{true}; \\
\text{end} \\
\text{else} \\
\quad \text{return } \text{false}; \\
\text{end} \\
\text{end} \\
\text{end} \\
\text{end}
\end{align*}

\textbf{Algorithm 1: UP-POD}

### 4.3. Utilization prediction-based underload detection

After overloaded hosts have been identified, the underload detection algorithm commences. To reduce the number of hosts in an active state to reduce, thereby reducing energy consumption, determining which host is under-loaded and switching it into low-power mode is essential.

### Table 1

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>Set of hosts</td>
</tr>
<tr>
<td>$H_{\text{active}}$</td>
<td>Set of active hosts</td>
</tr>
<tr>
<td>$H_{\text{over}}$</td>
<td>Set of overloaded hosts</td>
</tr>
<tr>
<td>$H_{\text{under}}$</td>
<td>Set of candidate for under-loaded hosts</td>
</tr>
<tr>
<td>$V$</td>
<td>Set of VMs</td>
</tr>
<tr>
<td>$L_h(t)$</td>
<td>Load of the host $h$ at time $t$</td>
</tr>
<tr>
<td>$C_h(t)$</td>
<td>Total CPU capacity of the host $h$ at time $t$</td>
</tr>
<tr>
<td>$U_h(t)$</td>
<td>CPU utilization of the host $h$ at time $t$</td>
</tr>
<tr>
<td>$D_h(t)$</td>
<td>The length of historical data of the host $h$ at time $t$</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Power consumption of the host $h$</td>
</tr>
<tr>
<td>$P_k$</td>
<td>Predicted power consumption of the host $h$</td>
</tr>
<tr>
<td>$S_h$</td>
<td>Power saving value of the host $h$</td>
</tr>
<tr>
<td>$M_h$</td>
<td>Number of VMs running on the host $h$</td>
</tr>
<tr>
<td>$t_u$</td>
<td>The upper threshold value of CPU utilization</td>
</tr>
<tr>
<td>$t_l$</td>
<td>The lower threshold value of CPU utilization</td>
</tr>
</tbody>
</table>

Each array displays the probability of $m$ order transition from state $i$ to state $j$: 

\begin{align}
\mathbf{p}^{(m)} = \begin{bmatrix}
p^{(m)}_{11} & p^{(m)}_{12} & \cdots & p^{(m)}_{1n} \\
p^{(m)}_{21} & p^{(m)}_{22} & \cdots & p^{(m)}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p^{(m)}_{n1} & p^{(m)}_{n2} & \cdots & p^{(m)}_{nn}
\end{bmatrix}
\end{align}

3. Determining high-probability transitions

Several flow-order probability transition matrices (the third-order probability matrix is considered the highest order in this paper) are applied. Moreover, the highest probability of transition from the preceding sample is acquired.

4. Forecasting the prediction error

Finally, the state where the next sample is most likely to be, is applied to predict the error. Using the following equation, which calculates the average state decided in Step c, the number of predicted samples are obtained. Consequently, by adding this value to the predicted value from the Gray prediction model, the outcome of the final prediction is produced as follows:

\begin{align}
\hat{X}_{\text{GM}}^{(0)}(t+1) = X_{\text{CM}}^{(0)}(t+1) + \frac{1}{2}(A + B)
\end{align}

where $\hat{X}_{\text{CM}}^{(0)}$ denotes the predicted value using the Gray–Markov prediction model and $X_{\text{CM}}^{(0)}$ denotes the predicted value by using only the Gray prediction model. In addition, $A$ and $B$ are end points of the interval that describes the future state of error of the Gray prediction model, which is calculated in step c.

### 4.3. The resource utilization prediction algorithm

The preliminary notations and definition employed in our proposed algorithms are listed in Table 1.
The proposed UP-PUD is presented in Algorithm 2. The input of Algorithm 1 is a set of active hosts $H_{active}$. For every host in $H_{active}$, which hosts are candidates of under-loaded hosts is determined, and these hosts are subsequently added to $H_{under}$ as output. Algorithm 2 can be explained step by step as follows. The procedure and concept of Algorithm 2 are similar to those of Algorithm 1. The difference is that in lines 5–9, if $U_h(t)$ is less than or equal to $t_i$, the host is added into $H_{under}$. Additionally, in lines 10–13, $d_h(t)$ is at least 24, and the host is considered under-loaded and added into $H_{under}$, if the present and predicted short-term values for CPU utilization are less than or equal to $t_i$ (i.e., $U_h(t) > t_i$ and $U_h(t + 1) > t_i$).

**Input:** $H_{active}$  
**Output:** $H_{under}$

```plaintext
U_h(t) = \hat{U}_h(t)/C_h(t); /* Required MIPS(t)/Total MIPS(t) */  
predict $U_h(t + 1); /* using Grey-Markov prediction */  
set $t_i; /* t_i = 30% */
```

foreach $h \in H_{active}$ do

if $D_h(t) < 24$ then

if $U_h(t) \leq t_i$ then

return true;

end

else

return false;

end

end

if $U_h(t) \leq t_i$ and $U_h(t + 1) \leq t_i$ then

return true;

end

else

return false;

end

**Algorithm 2: UP-PUD**

After candidates of under-loaded hosts are selected and added into $H_{under}$ by Algorithm 2, the proposed $S_h$ value is applied to select the final under-loaded host from $H_{under}$.

R. Nathuji et al. [27] and X. Fu et al. [13] have explained that the host’s power consumption is near proportional to its CPU utilization. Therefore, the power consumption of each host can be calculated using Eq. (20):

$$P(\mu) = 0.7 \times P_{\text{max}} + 0.3 \times P_{\text{max}} \times \mu$$

where notation $P_{\text{max}}$ denotes the host’s power consumption value when it is in full load. The notation $\mu$ denotes the host’s CPU utilization, which is observed variably. Therefore, the host’s CPU utilization is mainly considered for employment in our VM consolidation approach.

In [16], a power-efficient value for a host in an active state. This value can be applied to select under-loaded host. On the basis of our prediction model, a power-saving value ($S_h$) is proposed in Eq. (21) by improving the power-efficient value. This value can be used to more precisely detect under-loaded hosts.

$$S_h = \frac{P_h + \hat{P}_h}{M_h}$$  \hspace{1cm} (21)

In Eq. (21), $P_h$ represents the power consumption of the $h$th host in the cloud data center, $\hat{P}_h$ represents the power consumption of the $h$th host by using $U_h(t + 1)$ for calculation, and $M_h$ represents the number of VMs running on the $h$th host.

Finally, the host with the maximal $S_h$ value can be chosen as the under-loaded host. Evidently, because $S_h$ has considered only the host’s present power consumption, power consumption at time $t+1$, and the number of VM migrations into consideration, it will be more efficiently when detecting an under-loaded host.

### 5. Experimental setup

In this section, workload types, the simulation environment, and performance metrics are implemented to analyze the performance of our proposed approach.

#### 5.1. Workload data

For effective comparison with [5], our simulation uses workloads of the same 10-day period. The CPU utilization of the VMs corresponds to their workloads and their statistical analysis is described in Table 2. The experiments are implemented using real-world publicly available workloads, in the form of PlanetLab data [28] provided as a portion of the CoMon project: a monitoring infrastructure for PlanetLab. The workload data comprise CPU utilization of a VM logged at 5-min intervals and were measured on 10 different days during March and April 2011. Each VM contains 288 records on CPU utilization, and the records are plugged into dynamic VM consolidation. Additionally, the data are assembled from more than 1000 VMs hosted on servers in more than 500 locations worldwide. In reality, the workload is representative of an IaaS cloud environment such as Amazon EC2, where VMs are controlled and created by individual users.

#### 5.2. Simulation environment

To impartially compare the efficiency of the proposed time series prediction of our short-term-based VM consolidation approach, the experiment employs the CloudSim 3.0.3 toolkit [7]. Our simulation involved a data center comprising 800 heterogeneous PMs. Half of the PMs are HP ProLiant ML110 G4 servers with 1860 MIPS per core, and the other half are HP ProLiant ML110 G5 servers with 2660 MIPS per core in each workload. In detail, each PM is modeled to have two cores, 4 GB of memory and 1 GB/s of network bandwidth. Table 3 specifies the CPU MIPS rating and memory amount characteristics of the four VM instances employed in CloudSim corresponding to Amazon EC2 [3].
5.3. Performance metrics

The objectives of our approach are: (1) to reduce power consumption; (2) to reduce the SLA violation rate; (3) to reduce the number of migrations. Hence, the following metrics are used to assess the performance of the proposed approach:

- **SLA Violations:**
  To maintain the QoS guarantee in an IaaS between cloud service providers and users, thereby achieving an agreeable SLA, Eq. (22) can be used to judge the quality of the cloud service. The rate of SLA violations is measured using two metrics: SLA violations due to over-utilization (SLAVO) and SLA violations due to migration (SLAVM):

  \[
  \text{SLA} = \text{SLAVO} \times \text{SLAVM} \tag{22}
  \]

  where SLAVO represents the average ratio for the period when the host experiences 100% CPU utilization, as shown in Eq. (23):

  \[
  \text{SLAVO} = \frac{1}{M} \sum_{i=1}^{M} \frac{T_i}{T_a} \tag{23}
  \]

  where \(M\) denotes the number of hosts and \(T_a\) denotes the total time host \(i\) has experienced the 100% CPU utilization that causes an SLA violation. The notation \(T_i\) denotes the time at which host \(i\) is in an active state. SLAVM represents the overall performance degradation by VMs due to migrations, as shown in Eq. (24):

  \[
  \text{SLAVM} = \frac{1}{N} \sum_{j=1}^{N} \frac{C_{dj}}{C_j} \tag{24}
  \]

  where \(N\) denotes the number of VMs, \(C_{dj}\) denotes the performance degradation caused by migrating VM, and \(C_j\) denotes the total CPU utilization requested by VM \(j\) during its lifetime.

- **Energy consumption:**
  Most studies have determined that CPU resources use more power consumption than memory, network interface, or disk storage. Measuring energy consumption is based on real data on SPECpower benchmark results [5]. Table 4 illustrates that at different load levels, energy consumption in HP ProLiant G4 servers and HP ProLiant G5 servers changes. Notably, when under-utilized servers enter the low-power state, energy consumption decreases significantly. Therefore, reducing the number of hosts in an active state is necessary.

- **Number of VM Migrations:**
  Live VM migration incurs extra expenses and additional performance degradation such as the source host’s extra CPU utilization, extra network bandwidth, applications downtime during VM migrations, and whole migration time [26]. Therefore, reducing the number of VM migrations is essential because this likely causes SLA violations.

- **Energy and SLA Violations (ESV):**
  The main objective of the proposed VM consolidation approach is to simultaneously reduce energy expenses and SLA violations. Because a trade-off occurs between energy consumption and performance, a combined metric called Energy and SLA Violations that can be used to effectively judge the trade-off is shown in Eq. (25):

  \[
  \text{ESV} = E \times \text{SLAV} \tag{25}
  \]

5.4. Comparison benchmarks

For efficient verification, the proposed approach is compared with the algorithms proposed for detecting overloaded hosts as follows [5]. These algorithms are presented in the CloudSim simulator [7].

1. Static threshold (THR): the hot threshold value is set at 90%. If the current CPU utilization of hosts exceed 90%, the hosts are considered overloaded.
2. Two adaptive thresholds: the median absolute deviation (MAD) and interquartile range (IQR). The algorithm functions identically to the THR. The detailed calculation of MAD and IQR is presented in [5].
3. A dynamic threshold called the local regression (LR) method [5]: Overloaded hosts are decided according to the calculation of local regression changes over time.

6. Experimental results

In this section, the proposed approach is compared with the four benchmark algorithms introduced in Section 5.4. The VM selection policy is the maximum correlation policy proposed in [5]. Figs. 5–10 present the comparison results of ten days workloads. Each workload is evaluated over a time span of 24 h.

Fig. 5 illustrates a comparison of performance according to the energy consumption metric. The proposed approach reduces energy consumption by an average of 25.6%, 23.7%, 22.4%, and 9.6% compared with THR, IQR, MAD, and LR, respectively. By employing UP-PUD and the power-saving value to identify underloaded hosts, such hosts can be selected more precisely. After identifying the under-loaded hosts, all VMs in these hosts can be migrated to other suitable hosts, and the host could be switched into sleep mode. Consequently, energy can be saved by switching idle hosts to low-power states during the consolidation process. Fig. 6 presents the comparison of performance with regard to the SLAVO metric. Compared with THR, IQR, MAD, and LR, the performance does not exhibit improvements. Efforts made to most efficiently maximize the resource use of the hosts and inaccuracy attributable to the approach implemented based on prediction may explain the lack of improvement. However, the SLAV metric is the multiplication of SLAVO and SLAVM metrics, owing to our performance in SLAVO metric is pretty good, the performance in SLAVO metric somewhat has not apparent improvement that can be negligible in the proposed algorithm. This can be clearly observed by analyzing performance according to

<table>
<thead>
<tr>
<th>VM type</th>
<th>CPU (MIPS)</th>
<th>RAM (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-CPU medium instance</td>
<td>2500</td>
<td>0.85</td>
</tr>
<tr>
<td>Extra-large instance</td>
<td>2000</td>
<td>3.75</td>
</tr>
<tr>
<td>Small instance</td>
<td>1000</td>
<td>1.7</td>
</tr>
<tr>
<td>Micro instance</td>
<td>500</td>
<td>0.613</td>
</tr>
</tbody>
</table>
Table 4
Power consumption of the selected servers at different load levels (in Watts).

<table>
<thead>
<tr>
<th>Server</th>
<th>Sleep mode</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP ProLiant G4</td>
<td>10</td>
<td>86</td>
<td>89.4</td>
<td>92.6</td>
<td>96</td>
<td>99.5</td>
<td>102</td>
<td>106</td>
<td>108</td>
<td>112</td>
<td>114</td>
<td>117</td>
</tr>
<tr>
<td>HP ProLiant G5</td>
<td>10</td>
<td>93.7</td>
<td>97</td>
<td>101</td>
<td>105</td>
<td>110</td>
<td>116</td>
<td>121</td>
<td>125</td>
<td>129</td>
<td>133</td>
<td>135</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison of the SLAVO metric for 10 workloads.

Fig. 7. Comparison of the SLAVM metric for 10 workloads.

Fig. 8. Comparison of the SLAV metric for 10 workloads.

Fig. 9. Comparison of the ESV metric for 10 workloads.

Fig. 10. Comparison of number of VM migrations for 10 workloads.

the SLAV metric. Fig. 7 presents the comparison of performances with regard to the SLAVM metric. Compared with THR, IQR, MAD, and LR, the performance exhibits a greater improvement because our approach resulted in a substantial reduction in the number of VM migrations.

Fig. 8 presents the performance comparison according to the SLAV metric. The proposed approach reduces SLA violation rate by an average of 21.6%, 18.3%, 21.7%, and 26.7% compared with THR, IQR, MAD, and LR, respectively, because our prediction-based approach performs on the SLAV metric.

Fig. 9 presents the performance comparison according to the ESV metric. The proposed approach reduces energy consumption by an average of 42.7%, 38.1%, 39%, and 33.1% compared with THR, IQR, MAD, and LR, respectively. Our approach causes such considerable improvement because of the reductions in energy consumption and the SLAV violation rate. In truth, these notable results indicate that our approach involves a successful trade-off between power cost and QoS guarantee. Fig. 10 presents the performance comparison based on the number of migrations. Compared with THR, IQR, MAD, and LR, performance improved. Through UP-POD and UP-PUD, the number of VM migrations was considerably reduced. The prediction-based algorithm and power-saving value detect hosts that are likely to overload and underload in the near future. Thus, they prevent repeated migrations of VMs.

Overall, our proposed approach significantly outperforms real-world benchmarks applications.

7. Conclusions

In this paper, the dynamic VM consolidation problem is solved by forecasting CPU utilization on the basis of the Gray–Markov model. The objective of our approach is to minimize unnecessary VM migrations and the number of active hosts to economize on energy. Through our resource utilization prediction approach, this paper proposes a consolidation approach with UP-POD and UP-PUD algorithms for energy-efficient cloud data centers. With proper consideration of several aspects, the proposed approach effectively reduces the number of migrations, energy consumption of the hosts, and SLA violations. The results for different PlanetLab workload days verify that our approach reduces the energy consumption by switching idle hosts into low-power mode with an appropriate balance with the SLA.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.
References


Further reading


Sun-Yuan Hsieh received the PhD. degree in computer science from National Taiwan University, Taipei, Taiwan, in June 1998. He then served the compulsory two-year military service. From August 2000 to January 2002, he was an assistant professor at the Department of Computer Science and Information Engineering, National Chi Nan University. In February 2002, he joined the Department of Computer Science and Information Engineering, National Cheng Kung University, and now he is a distinguished professor. He received the 2007 K. T. Lee Research Award, President’s Citation Award (American Biographical Institute) in 2007, the Engineering Professor Award of Chinese Institute of Engineers (Kaohsiung Branch) in 2008, the National Science Council’s Outstanding Research Award in 2009, and IEEE Outstanding Technical Achievement Award (IEEE Tainan Section) in 2011. He is Fellow of the British Computer Society (FCS). His current research interests include design and analysis of algorithms, fault-tolerant computing, bioinformatics, parallel and distributed computing, and algorithmic graph theory.

Cheng-Sheng Liu received the B.S. degree from the Department of Healthcare Administration and Medical Informatics, Kaohsiung Medical University, Taiwan, in 2014. He is now a Master student in the Institute of Medical Informatics, National Cheng Kung University, Taiwan.

Dr. Rajkumar Buyya is a Fellow of IEEE, Professor of Computer Science and Software Engineering, Future Fellow of the Australian Research Council, and Director of the Cloud Computing and Distributed Systems (CLOUDS) Laboratory at the University of Melbourne, Australia. He is also serving as the founding CEO of Manjrasoft, a spin-off of the University, commercializing its innovations in Cloud Computing. He has authored over 500 publications and four text books including “Mastering Cloud Computing” published by McGraw Hill, China Machine Press, and Morgan Kaufmann for Indian, Chinese and international markets respectively. He also edited...
several books including “Cloud Computing: Principles and Paradigms” (Wiley Press, USA, Feb 2011). He is one of the highly cited authors in computer science and software engineering worldwide (h-index=108, g-index=225, 55800+ citations). Microsoft Academic Search Index ranked Dr. Buyya as the world’s top author in distributed and parallel computing between 2007 and 2015. “A Scientometric Analysis of Cloud Computing Literature” by German scientists ranked Dr. Buyya as the World’s Top-Cited Author and the World’s Most-Productive Author in Cloud Computing.

Software technologies for Grid and Cloud computing developed under Dr. Buyya’s leadership have gained rapid acceptance and are in use at several academic institutions and commercial enterprises in 40 countries around the world. Dr. Buyya has led the establishment and development of key community activities, including serving as foundation Chair of the IEEE Technical Committee on Scalable Computing and five IEEE ACM conferences. These contributions and international research leadership of Dr. Buyya are recognized through the award of “2009 IEEE TCSC Medal for Excellence in Scalable Computing” from the IEEE Computer Society TCSC. Manjrasoft’s Aneka Cloud technology developed under his leadership has received “2010 Frost and Sullivan New Product Innovation Award” and recently Manjrasoft has been recognised as one of the Top 20 Cloud Computing companies by the Silicon Review Magazine. He served as the foundation Editor-in-Chief of IEEE Transactions on Cloud Computing. He is currently serving as Co-Editor-in-Chief of Journal of Software: Practice and Experience, which was established 40+ years ago. For further information on Dr. Buyya, please visit his cyberhome: www.buyya.com.

Dr. Albert Y. Zomaya is the Chair Professor of High Performance Computing & Networking and Australian Research Council Professorial Fellow in the School of Information Technologies, Sydney University. He is also the Director of the Centre for Distributed and High Performance Computing which was established in late 2009. Dr. Zomaya published more than 500 scientific papers and articles and is author, co-author or editor of more than 20 books. He served as the Editor in Chief of the IEEE Transactions on Computers (2011–2014) and was elected recently as a Founding Editor in Chief for the newly established IEEE Transactions on Sustainable Computing.

Dr. Zomaya is the recipient of the IEEE Technical Committee on Parallel Processing Outstanding Service Award (2011), the IEEE Technical Committee on Scalable Computing Medal for Excellence in Scalable Computing (2011), and the IEEE Computer Society Technical Achievement Award (2014). He is a Chartered Engineer, a Fellow of AAAS, IEEE, and IET. Dr. Zomaya’s research interests are in the areas of parallel and distributed computing and complex systems.