QoS-aware Big service composition using MapReduce based evolutionary algorithm with guided mutation
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HIGHLIGHTS

• The problem of producing service composition with an optimal QoS attribute that satisfies the customer requirements is a complex and challenging issue, especially in a Big service environment.
• Proposal of a novel MapReduce-based Evolutionary Algorithm with Guided Mutation.
• An optimal service composition method in Big Service Environment provides the best performance concerning feasibility and scalability.
• By performing T-test and Wilcoxon signed rank test at 1% level of significance, we observed that our proposed method outperforms other methods.
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ABSTRACT

Big services are the collection of interrelated services across virtual and physical domains for analyzing and processing big data. Big service composition is a strategy of aggregating these big services from various domains that addresses the requirements of a customer. Generally, a composite service is created from a repository of services where individual services are selected based on their optimal values of Quality of Service (QoS) attributes distinct to each service composition. However, the problem of producing a service composition with an optimal QoS value that satisfies the requirements of a customer is a complex and challenging issue, especially in a Big service environment. In this paper, we propose a novel MapReduce-based Evolutionary Algorithm with Guided Mutation that leads to an efficient composition of Big services with better performance and execution time. Further, the method includes a MapReduce-skyline operator that improves the quality of results and the process of convergence. By performing T-test and Wilcoxon signed rank test at 1% level of significance, we observed that our proposed method outperforms other methods.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Big services are collections of interrelated web services for handling and dealing with big data, having the properties of customer focus, massiveness, complexity, heterogeneity, convergence, credibility, and value across physical and virtual domains [1]. Big service composition consists in aggregating services from multiple domains to create a composite or aggregated, big service that addresses customer requirements [1]. A composite big service is complex in nature and should be able to scale with the growth of data volumes and to improve adaptability and maintainability of diversified data.

Several web services provide similar functionality with different non-functional properties, specified as Quality of Service (QoS) attributes. Individual services are selected based on their QoS attributes so that the constraints and preferences specific to each service composition can be satisfied by the overall QoS of the composite service. The QoS of a composite service is defined by attributes such as cost, response time, availability, reliability, and throughput. However, producing a service composition with an optimal QoS value that satisfies the customer requirements...
is a complex task, especially in a Big service environment. QoS-aware service composition is as a NP-hard optimization problem. Numerous studies inclusive of exact, heuristic and meta-heuristic algorithms have been proposed to solve QoS-aware web service composition [2]. Genetic algorithms (GA) [3–7] have been widely used for solving QoS-aware service composition. The selection efficiency is, however, related with the number of candidate services [8].

As the computational intelligence algorithms require more iterations and more execution time to find the near-optimal solution, parallelization becomes attractive [9]. An efficient parallelized algorithm is faster than its sequential counterpart. The parallel algorithm should handle large amounts of data and scale well with a growing number of computing nodes. However, depending on the nature of the algorithm, some problems can be encountered such as inefficient communication, unfair load balancing, and node failure, which make the process of scaling of the algorithm to large numbers of processors very difficult.

In this paper, we propose a novel MapReduce-based Evolutionary Algorithm with Guided Mutation (MR-EA/G) for Big service composition. The salient contributions of this paper are as follows:

- A novel method for pre-selection of services offering the QoS value required for the user’s satisfaction, which improves the quality of the result and speeds up the process of convergence using a novel MapReduce-Skyline operator.
- A novel MapReduce-based Evolutionary Algorithm with Guided Mutation (MR-EA/G) that reduces computational time and increase convergence rate.
- An empirical analysis illustrating the performance of MR-EA/G in terms of feasibility, scalability, and optimality with different QoS attributes for solving Big service composition.

The rest of the paper is organized as follows. Section 2 describes the modeling of QoS-aware Big service composition. The proposed method MR-EA/G is described in Section 3. Section 4 presents performance evaluation. Related work is discussed in Section 5 followed by concluding remarks in Section 6.


A composite service \( T \) is a fusion of \( m \) multiple tasks (or abstract services) \( T = \{t_1, \ldots, t_m\} \). Each task \( t_i \) can be realized by one service in a specific set of \( k_i \) candidate services \( C_i = \{s_{i1}, \ldots, s_{ik_i}\} \). The sets \( C_i \) of candidate services are subsets of the set of available concrete services \( S = \{s_1, \ldots, s_n\} \). The services in the set \( C_i \) are similar in functionality but may differ in their QoS attributes.

Let \( Q = \{q_1, \ldots, q_p\} \) be the QoS attributes. For a QoS attribute \( q \in Q \), denote with \( q(s_i) \) the value of that QoS attribute for a particular service \( s_i \).

Let \( w : Q \rightarrow [0, 1] \) be a function giving the preference for each attribute: \( w(q) \) specifies the user preference for attribute \( q \in Q \).

Let \( C = \{c_1, \ldots, c_p\} \) be a set of QoS constraints given by the user, where \( c_k \) is a constraint on QoS attribute \( k \) in a composite service.

QoS attributes can be considered as positively and negatively monotonic [10,11]. The process of service composition should map to higher values for positively monotonic QoS attributes and lower values for negatively monotonic QoS attributes. For example, throughput, availability, and reliability are positively monotonic attributes, while price and response time are negatively monotonic attributes. The list of QoS attributes and their description is reported in Table 1. Before evaluating the utility function (or fitness function) of a composite service, we calculate the normalized value of each QoS attribute as follows [10,12,13]:

\[
v_q(x) = \begin{cases} 
1 & \text{if } q^{\max} = q^{\min} \\
q^{\max} - x & \text{if } q \text{ is negative} \\
x - q^{\min} & \text{if } q \text{ is positive} \\
q^{\max} - q^{\min} & \text{if } q \text{ is positive}
\end{cases}
\]

where \( q^{\max} \) and \( q^{\min} \) are maximum and minimum values of the QoS attribute \( q \) for all candidate services and \( x \) is the attribute value of a service respectively. With a slight abuse of notation, \( v_q(i) \) will be used to mean \( v_q(q(i)) \).

The values of global QoS attributes are the aggregate values of QoS attributes of selected services for each task \( t_i \), \( 1 \leq i \leq m \). The best composition is obtained by maximizing the utility function values of the global QoS attributes according to the user’s preference. The user’s preference is expressed as weights \( w_i \) where \( i \) is the QoS attribute. These user preferences are obtained by Analytical Hierarchy Process (AHP) method. The scale that we use for pairwise comparison is the one adopted by Saaty [14], ranging from 1 to 9 with the meaning reported in Table 2. The pairwise comparison of attributes was made with the help of domain experts. The weights of each criterion are described in Table 3. To check the consistency of the calculated weights, we obtain the consistency ratio (CR) \( \leq 0.1 \). This ratio tells that our matrix is consistent and weights are valid.

Let \( A_q \) be the aggregation functions of QoS attribute \( q \) which computes the global value of \( q \) for the composition. Generally, a utility function evaluates the multi-dimensional QoS attributes of a composite service [12,10,13]. In this paper, we use the Simple Additive Weight model as a utility function. The utility functions of the normalized attributes are assumed to be linear. Thus the goal of the optimization is to find \( X \) that maximizes the global utility function computed as follows [similar to the scheme proposed in [10]]:

\[
d(X) = \sum_{i=1}^{m} \sum_{q \in Q} w(q) A_q \left( v_q(i) \right) \\
\text{subject to constraints: } A_q \left( v_q(i) \right) \leq A_q \left( v_q^*(i) \right) ; \\
\text{having } \sum_{q \in Q} w(q) = 1
\]

where \( A_q \left( v_q^*(i) \right) \) denotes the global constraints given by the users and \( v_q^*(i) \) computed by the aggregation functions. The global QoS attribute is computed by recursively applying the aggregation functions to the building blocks that form the structure of the composition [3]. For example, the global response time would be the sum of response times of individual candidate services when the services are executed in sequence and would be the maximum of response times of individual services when the services are executed in parallel. In practice, diverse composition structure, for example, sequential, parallel, conditional, and loop can be engaged in a composition plan. In our paper, we have considered the tasks to be sequential in the composition plan and other plans are transformed into sequential model [11,15]. The aggregation functions for each of the QoS attributes considered are as follows:

\[
A_{\text{Pr}}(i) = \sum_j \text{Pr} \left( s_j^i \right) , \\
A_{\text{Th}}(i) = \min_j \text{Th} \left( s_j^i \right) , \\
A_{\text{Av}}(i) = \prod_j \text{Av} \left( s_j^i \right) , \\
A_{\text{Re}}(i) = \prod_j \text{Re} \left( s_j^i \right) , \\
A_{\text{Rt}}(i) = \prod_j \text{Rt} \left( s_j^i \right)
\]
where $s_j^i$ is the service selected for subtask $t_i$ and abbreviations are used for the QoS attributes. The aggregation functions of QoS attributes are described in Table 4, where $P_i$ represents the probability of a branch $i$ and $k$ represents the number of loops. The objective of the composition is to select an optimal candidate service among them to resolve the task $t_i$, since the selected candidate service influences the quality of composition.

### 3. MapReduce-based EA/G for Big service composition

This section describes the basic concepts of MapReduce, modified Evolutionary Algorithm with Guided Mutation (EA/G) approach, and MapReduce-based EA/G in detailed for Big service composition.

#### 3.1. MapReduce

The MapReduce (MR) model is intended for parallel and distributed processing of large datasets in data intensive applications [16, 17]. The paradigm behind MapReduce is to split data into pieces or into equal splits that can be processed in parallel and then gather the results to produce the final output. Conceptually, this model comprises two primitives: Map() function and Reduce() function. The Map() function takes an input as key/value pairs and applies an operator on each key/value pair to construct a set of intermediate key/value pairs. The Reduce() function takes as input intermediate key/value pairs having the same key and produces final key/value pairs.

In our approach, Map() creates a list of candidate services with QoS attributes. For a single service, a set of QoS attributes is sent to the Reduce() function, which computes the best candidate service among the available services. The simplified execution flow of MapReduce-based Big service composition is shown in Fig. 1.

#### 3.2. Modified EA/G approach

The Evolutionary Algorithm with Guided Mutation (EA/G) [18] is a combination of both conventional Genetic Algorithm (GA) and Estimation of Distribution Algorithms (EDA) that uses both global information and local information on solutions found so far to generate offsprings. Global information is used to build a probability model of promising solutions. An offspring is produced by sampling from this model, in combination with partial reuse of parent solutions.

An initial solution is generated randomly. Guided mutation produces an offspring from the parent solution based on a probability
guidance model, but the newly generated solution retains a user-specified percentage of the elements of the parent. In such a way, the similarity between an offspring and a parent can be controlled, and the resultant solution can fall in or close to a promising area which is characterized by the probability model.

The problem with this model is the random generation of the initial solution that results in a low convergence rate. To overcome this issue, we propose a modified evolutionary algorithm with guided mutation, where the search space is reduced to avoid redundancy (filter out redundant services among available services), and the initial solution is generated on the reduced search space using a novel skyline operator. The modified evolutionary algorithm with guided mutation algorithm workflow is shown in Fig. 2.

3.2.1. Solution encoding

The goal is to find a service composition with top \( k \) candidate services from the abstract services. The chromosome encoding model is shown in Fig. 3. In Fig. 3, \( t_1, \ldots, t_m \) are the abstract services of the composition. The chromosome represented in Fig. 3 contains, for each service \( t_i \), an integer value which represents a concrete service chosen in the set \( C_i \) of the candidate services. In the chromosome of Fig. 3, the abstract service \( t_1 \) selects the candidate service \( s_1 \), the abstract service \( t_2 \) selects the candidate service \( s_1 \), the abstract service \( t_3 \) selects the candidate service \( s_6 \), and etc. to include in the composition.

3.2.2. Initial solution using skyline operator

Generally, in genetic algorithms, the initial population is generated randomly. The random selection of a solution spans the entire search space of \( \prod_{i=1}^{m} n_i \) possible combinations of one out of \( n_i \) alternative services for each of the \( m \) abstract services. This results in an initial solution having possibly a low quality. In order to overcome this issue, we propose a novel skyline operator to reduce the search space by selecting only dominant services in a given set, thus improving the convergence speed and quality of the solution.

Let \( V \) be a set of candidate services \( C_i \) where \( C_i = \{ s_1^i, \ldots, s_{k_i}^i \} \) in all abstract services \( t_i \), where \( i = 1, 2, \ldots, m \). Initially, all the candidate services are assigned to \( \emptyset \). From \( \emptyset \), the first candidate service of initial population is chosen based on the fitness value (described in Section 2). The candidate service \( C_i \) with the maximum fitness is added to the initial population, which is denoted by \( \tau \). From the set \( \emptyset \), the candidate services that have fitness values nearer to the candidate service \( C_i \) in \( \tau \) are selected for further processing and are added to \( \chi \) and are removed from \( \emptyset \). \( \zeta \) is added to \( \chi \) which represents the shortlisted services. For services in \( \chi \), we check whether there are candidate services from \( \tau \), with the nearest fitness values. In such selected candidate services, we find a candidate service with the nearest fitness value among the selected services to add it to \( \tau \) and delete it from \( \chi \). This process is repeated until all the services in the set \( \emptyset \) are covered. The final \( \tau \) list becomes the initial solution for the given input.

3.2.3. Initial probabilities

In our modified evolutionary algorithm with guided mutation, univariate marginal distribution is applied for the estimation of the distribution of solutions in the search space. A probability vector \( P = (p_1, \ldots, p_K) \) is used for characterizing the solution distribution, where \( K = |V| \) is the number of candidate services considered. The vector \( P \) is initialized starting from the \( N_i \) initial solutions. After generating the initial solutions, \( p_i \) is set to the
Algorithm 1 initial population generation using skyline operator

**Input:** \( V \): set of candidate services

**Output:** dominating set of candidate services.

\( \mathbb{N} \): set of candidate services in each abstract service.

\( \tau \): set of services selected for initial solution.

\( \xi \): neighbor services of \( \tau \).

\( \chi \): neighborhood set of \( \tau \).

\( d_t \): Possible dominant set.

**for each population do**

\[ \mathbb{N} \leftarrow V; \]
\[ \xi \leftarrow \phi; \]
\[ \tau \leftarrow \phi; \]
\[ d_t \leftarrow \phi; \]
\[ V \leftarrow \text{random}(\mathbb{N}); \]
\[ \text{Insert } V \text{ into } \tau; \]
\[ \text{Delete } V \text{ from } \mathbb{N}; \]

**while** \( \mathbb{N} \neq \phi \) **do**

\[ \xi \leftarrow \xi; \]

Select neighbor services which has at least one service with nearest fitness as neighbor;

**for each service \( k \) in \( \chi \) do**

\[ \text{for each service } j \text{ in } \mathbb{N} \text{ do} \]
\[ \text{if } V_{\text{fitness}} - j_{\text{fitness}} < \varepsilon \text{ then} \]
\[ \xi \leftarrow j; \]

**end**

**end**

Select a service from \( \chi \) with fitness value nearest to \( \tau \);

\[ \tau \leftarrow \text{service}; \]

**end**

frequency of occurrence of the candidate service \( s_i \), i.e., counting the number of solutions containing \( s_i \) and dividing by \( N_c \). The vector \( P \) is used in the guided mutation operator, and it is further updated after every new generation.

3.2.4. Probability update

At each generation, a parent population is formed by selecting the best \( N_c / 4 \) solutions from the current population set. Where \( N_c \) is an active solution. The parent population is used for updating \( P \). The pseudocode for probability updation is described in Algorithm 2, where \( \lambda \in [0, 1] \) is the learning rate that governs the parent population contribution. With high values of \( \lambda \), the updated \( P \) reflects more the characteristics of the parent population and vice versa. The change in the probability of a candidate service depends on the frequency of occurrence of that service in the parent population.

Algorithm 2 Update Probability

**Input:** initial \( P \), parent population, population.

**Output:** updated \( P \).

**for each candidate service \( s_i \) in population do**

\[ n \leftarrow \text{number of parent population solutions containing } s_i; \]
\[ p_i' = (1 - \lambda) \times p_i + (\lambda \times (4n/N_c)); \]

**end**

\[ P \leftarrow P' \]

3.2.5. Guided mutation

The Guided Mutation operator combines the global statistical information in \( P \) and the generated solutions to generate new solutions.

Algorithm 3 explains the process of generating a new solution, where \( \beta \in [0, 1] \) and \( d_t \) is the new solution generated whose services are either sampled from the model given by \( P \) or retain those of the best solution in the parent. This process is controlled by a parameter \( \beta \) is used to control the contributions of \( P \) and parent population. As the value of \( \beta \) decreases, the parent population contribution to the new solution increases whereas that of \( P \) decreases and vice-versa. The generated solution \( d_t \) may not be valid. Hence it needs to be checked for feasibility and, if required, a repair operator is applied to it.

3.2.6. Repair operator

The repair operator is applied only on infeasible solutions. In this repair operator, all the services from \( \mathbb{N} \) that are not present in the \( \chi \) list are selected and \( \mathbb{N} \) list is reinitialized with those selected services. A service from \( \mathbb{N} \) is selected randomly, and its nearest neighborhood is calculated. The repair operator selects a service from this set and adds to the infeasible solution set. Then, the
selected service is deleted from $\mathbb{R}$. This process is repeated until the set becomes null. The selection of a service is based on the probability threshold value or random selection. This helps to maintain the diversity of the population. The pseudocode of repair operator is shown in Algorithm 4.

Our proposed Modified Evolutionary Algorithm with Guided mutation (EA/G) (see Algorithm 5) uses the conventional EA/G with a novel skyline operator to generate solutions at faster convergence rate. In this algorithm, the initial population is generated by using the skyline operator. The skyline operator has the ability to remove redundant services. Further, $N_r$ number of initial solutions are generated. The probability of each candidate service is computed using these solutions generated. Later, the probability of each candidate service is updated using the best $N_r/4$ number of parent populations. The composition is generated using the modified EA/G based on both parent solutions and $P$. Further, the composition generated is tested for feasibility. If the composition generated is not feasible, then the repair operator is applied to make it feasible. This process is repeated for ‘$N$’ number of times until the optimal composition with the best fitness is obtained. The pseudocode of modified EA/G algorithm is presented in Algorithm 5. The evolutionary strategy flow diagram of our proposed approach is illustrated in Fig. 4.

### 3.3. MapReduce based EA/G

This sub-section describes the MapReduce-based implementation of our Modified EA/G algorithm to solve the challenge of big service composition with scalability and robustness. The algorithm works in 3 phases: Initialization phase, MapReduce phase, and Repair phase (as illustrated in Fig. 4).

#### 3.3.1. Initialization phase

In order to reduce the search space of candidate services and filter-out the optimal candidate services for each abstract service, we use the following skyline operator in the map reduce framework.

Let $s_i$ and $s_j$ be two candidate services for the abstract service $t_i$ considered with their normalized QoS parameters. The Pareto dominance is described as follows. The service $s_i$ is said to dominate $s_j$ if and only if the following two conditions are true:

$$\forall q \in Q : v_q(s_i(1) \geq v_q(s_j(1) \lor v_q(s_i(1) > v_q(s_j(1)))$$

that is, $s_i$ is better than or equal to $s_j$ for all QoS attributes and $s_i$ is strictly better than $s_j$ on at least two QoS attributes.

We adopted the block elimination method [19] to process our skyline method to reduce the redundant services in service composition. The service files are stored as a $(key, value)$ pair structure in a distributed file system, where the key is the service ID and value is the service information. This file is used as input to the MapReduce job in MapReduce phase. The structure of $(key, value)$ pair is used
in MR-EA/G is shown in Fig. 5. The components of the services are separated by a semicolon. These candidate services are given as initial population. From the given population, the initial solution is generated by evaluating the fitness of the services. Initially, the service with the maximum fitness value is selected and added to the solution. Then, we proceed further by selecting the nearest fitness values with respect to the prior service.

3.3.2. MapReduce phase

This section describes the iterative process of MapReduce jobs, where each MapReduce job represents one iteration in MR-EA/G algorithm. The result of each MapReduce job is an updated population. This updated population is used as input to the next MapReduce phase.

The master splits the data into \( n = 12 \) splits based on replication factor of 3 and stored into the distributed file system, where the number of map and reduce tasks is 1. Hence, the swarm is divided into \( q \) number of populations. Then, each map task is updated with its subpopulation. These subpopulations are stored as \((key, value)\) pairs, where the key is the abstract service and the value is the candidate service with its QoS attributes. The output of the different tasks with their key is sent to the Reduce() function as its input.

The reducer takes all information about each abstract services at a time by using parallel batch processing. Then, the reducer combines all information of iterable subpopulation. All these subpopulations are stored in a list. The entire list is passed to MR-EA/G algorithm. The MR-EA/G algorithm generates the output as (out key, dominant population) or dominant population for each service and the best optimal service composition with scalability and robustness.

3.3.3. Repair phase

The solution generated from MapReduce phase is further checked for feasibility. A solution is called infeasible if it has low diversity and evolution. Such solutions are passed to repair operator to enhance their diversity and evolution where infeasible solutions are repaired by rechecking and inserting left out candidate services in it list. The repair operator is carried on a particular solution until it becomes feasible.

If a solution is feasible, then it is directly passed to next MapReduce job else it is given to repair phase. The resulting solution is given to the next MapReduce job, replacing the previous population in the distributed file system.

4. Performance evaluation

Our proposed MapReduce-based Evolutionary Algorithm with Guided Mutation (MR-EA/G) is implemented using Java on a Hadoop cluster consisting of 12 nodes provided with Ubuntu 14.10 (OS), 16 GB RAM, Intel i7 processor, and 1TB Memory space. One node is set up as a master node and the remaining 11 nodes set up as slave nodes. For experimental analysis, we considered 100 abstract services and each consisting 10,000 candidate services. For the purpose of performance evaluation of MR-EA/G, we require the input dataset consists of QoS attributes such as availability, cost, throughput, response time, and reliability. The dataset used in our experiments is synthetically generated (similar to [20,21,10]). We tested our QWS dataset through Shapiro–Wilk test [22] to determine whether our QWS dataset is normally distributed or not. The test results revealed that the given dataset is normally distributed. The weights of QoS attributes were set to (34.81, 14.17, 13.73, 32.50, 9.64) based on user preferences and AHP with the MNV (mean of normalized values) method. To produce high-quality solutions for a tight convergence settings, we adopt \( N_c = 16, \beta = 0.035, \lambda = 0.34, \) probability threshold = 0.55, \( C_i = 1.58, \) and fitness threshold = 0.29 (used in checking feasibility of solution) for our proposed approach. All of these values are selected empirically after several experiments.

We compare our proposed MapReduce-based EA/G with MapReduce-based Genetic Algorithm (MR-GA) [23], MapReduce-based Artificial Bee Colony (MR-ABC) [24], MapReduce-based Particle Swarm Optimization (MR-PSO) [25], MapReduce-clonal selection-based Genetic Algorithm (MR-GA2) [5], and MapReduce-based Improved Discrete Particle Swarm Optimization (MR-IDPSO) [26]. To evaluate the optimality (average fitness value) and the computation time of our proposed approach, we consider the following three scenarios: (i) Evaluating average fitness values by varying abstract services and candidate services, (ii) Evaluating average fitness values by varying number of iterations, and (iii) Evaluating execution time by varying candidate services.

Figs. 6–9 illustrate the average fitness values with the number of abstract services as 25, 50, 75, and 100, while for each abstract service, the number of candidate services ranges as 500, 1000, 5000, and 10,000. As observed in Figs. 6–9, the average fitness values of abstract services rise with the increase in the number of abstract services. In our proposed approach, this increase is exponential, while the increase is linear in other approaches. The proposed approach uses a probability method to generate offsprings, which in turn, ensures the distribution of promising solutions in each generation. Instead of directly using the position values, our approach updates the probability values for each generation based on the global statistical information and uses the guided mutation. Thus, our proposed approach performs better than the other approaches. Due to the randomness of algorithms, these algorithms are run for 30 times independently.

We evaluated the average fitness values for 100 abstract services with respect to candidate 100, 500, 1000, 5000, and 10,000 using various approaches as shown in Fig. 10. In Fig. 10, we observe that the best average fitness value obtained by our proposed approach for 100 abstract services is 65.58824, whereas the best average fitness values found by MR-GA, MR-GA2, MR-PSO, MR-IDPSO, and MR-ABC are 19.3241, 20.8705, 21.7689, 24.4896, and 29.3672 respectively. Because our proposed approach uses a probability method that ensures the distributing of promising solutions
in each generation and updates the probability values for each generation based on the global statistical information of the population.

Fig. 11 depicts the evaluation of fitness values by increasing the number of iterations for 100 abstract services, where each abstract service has 10,000 candidate services. In Fig. 11, we observe that the average fitness value is slightly increasing with number of iterations for all approaches. However, our proposed approach converges very quickly and gives the satisfactory results in lesser time than the other approaches.

Table 5 represents the execution time of different approaches for 100 abstract services. The execution time to obtain the best solutions by MR-GA, MR-ABC, MR-PSO, MR-GA2, and MR-IDPSO are 62.58, 115.59, 61.08, 57.86, and 61.95 s respectively, while the execution time for MR-EA/G is 30.23 s. The time complexity of MR-EA/G, MR-GA, MR-PSO, MR-IDPSO, MR-GA2, and MR-ABC are $O(n)$, $O(n^2)$, $O(n \log n)$, $O(n \log n)$, $O(n^2)$ respectively.

In MR-GA, for each iteration, the new population is generated, and the individual fitnesses are evaluated (based on fixed and predetermined crossover and mutation). The whole process consumes more than twice the time compared to our proposed approach. Similarly, in MR-PSO and MR-IDPSO, for each iteration, the new population is generated, and the particle fitness is evaluated (based on velocity and position of each particle) which gets changed in each iteration. The change decreases the convergence rate and premature rate, which in turn, consumes twice the time compared to our proposed approach. Likewise, in MR-GA2, the antibody repertoire is randomly generated first, and then low-affinity antibodies have replaced by new random antibodies during the mutation process in each iteration which consumes more time. In MR-ABC, the initial population is generated randomly. Further, for each iteration the population is subjected to repeat the cycles of the search processes of the employed, onlooker, and scout bees, respectively. The whole process consumes more than twice the time compared to our proposed approach. In our proposed approach, the MR-skyline operator is developed for abandoning some candidate services with a non-optimal solution and thereby, gradually reducing the valid search space. We used the guided mutation method, in which, an offspring is produced by combining both statistical information about search space and local information about parent solution. Hence, our proposed approach reduces the search space and consumes less time for execution.

We compared our proposed approach with each of the other approaches by performing the statistical tests (parametric and
to prune the search space using MapReduce grid partitioning. Kasper et al. [38] proposed an efficient skyline approach to prune the search space using MapReduce Skyline operator to find the optimal solution for QoS-aware service composition. Jian et al. [37] proposed a MapReduce-based service selection method to improve the efficiency and reduce search space. Akrivi et al. [36] developed a novel method to improve the skyline operator efficiency using MapReduce angle-based space partitioning method. Jian et al. [37] proposed a MapReduce Skyline operator to prune the candidate services and find the optimal solution for QoS-aware service composition. Kasper et al. [38] proposed an efficient skyline approach to prune the search space using MapReduce grid partitioning.

5. Related work

QoS-aware big service composition is an emerging research topic in service-oriented computing [2]. Due to the seamless proliferation of services, it is difficult to select an optimal service from available services. To reduce search space and select an optimal service, a skyline operator is used that prunes the number of candidate services from the set of services based on their QoS attributes [30].

Table 5

<table>
<thead>
<tr>
<th>Approaches/candidate services</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR-GA</td>
<td>58.01</td>
<td>63.22</td>
<td>57.32</td>
<td>61.27</td>
<td>62.58</td>
</tr>
<tr>
<td>MR-ABC</td>
<td>180.01</td>
<td>120.2</td>
<td>120.54</td>
<td>80.86</td>
<td>115.39</td>
</tr>
<tr>
<td>MR-PSO</td>
<td>52.33</td>
<td>48.76</td>
<td>52.19</td>
<td>40.89</td>
<td>61.08</td>
</tr>
<tr>
<td>MR-GA2</td>
<td>56.21</td>
<td>56.52</td>
<td>55.12</td>
<td>58.36</td>
<td>57.86</td>
</tr>
<tr>
<td>MR-IDPSO</td>
<td>54.65</td>
<td>51.08</td>
<td>55.38</td>
<td>59.36</td>
<td>61.95</td>
</tr>
<tr>
<td>MR-EA/G</td>
<td>29.69</td>
<td>30.18</td>
<td>33.09</td>
<td>30.19</td>
<td>30.23</td>
</tr>
</tbody>
</table>

Table 6

Table 6 - T-test statistical analysis results for abstract services.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>MR-GA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-IDPSO</td>
<td>249.219 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-PSO</td>
<td>21.3605 (0)</td>
<td>83.8613 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-ABC</td>
<td>30.4911 (0)</td>
<td>114.6498 (0)</td>
<td>0.5161 (0.6076)</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-GA2</td>
<td>68.7899 (0)</td>
<td>129.1001 (0)</td>
<td>9.6099 (0)</td>
<td>13.7649 (0)</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-EA/G</td>
<td>422.5523 (0)</td>
<td>188.5225 (0)</td>
<td>197.536 (0)</td>
<td>257.54 (0)</td>
<td>297.6201 (0)</td>
<td>*</td>
</tr>
<tr>
<td>50</td>
<td>MR-GA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-IDPSO</td>
<td>171.9023 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-PSO</td>
<td>28.7490 (0)</td>
<td>107.4319 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-ABC</td>
<td>32.1787 (0)</td>
<td>123.105 (0)</td>
<td>2.2617 (0.2747)</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-GA2</td>
<td>249.3636 (0)</td>
<td>55.5187 (0)</td>
<td>94.9382 (0)</td>
<td>126.0214 (0)</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-EA/G</td>
<td>560.1384 (0)</td>
<td>184.9778 (0)</td>
<td>310.2354 (0)</td>
<td>376.5437 (0)</td>
<td>467.4155 (0)</td>
<td>*</td>
</tr>
<tr>
<td>75</td>
<td>MR-GA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-IDPSO</td>
<td>247.276 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-PSO</td>
<td>41.6562 (0)</td>
<td>119.4937 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-ABC</td>
<td>38.88 (0)</td>
<td>146.9068 (0)</td>
<td>7.8367 (0)</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-GA2</td>
<td>132.9658 (0)</td>
<td>56.8043 (0)</td>
<td>61.4957 (0)</td>
<td>77.1474 (0)</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-EA/G</td>
<td>373.925 (0)</td>
<td>232.5213 (0)</td>
<td>293.0033 (0)</td>
<td>316.9459 (0)</td>
<td>256.1271 (0)</td>
<td>*</td>
</tr>
<tr>
<td>100</td>
<td>MR-GA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-IDPSO</td>
<td>348.7109 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-PSO</td>
<td>57.5519 (0)</td>
<td>187.2576 (0)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-ABC</td>
<td>28.2106 (0)</td>
<td>184.9778 (0)</td>
<td>310.2354 (0)</td>
<td>376.5437 (0)</td>
<td>467.4155 (0)</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>MR-GA2</td>
<td>226.3003 (0)</td>
<td>177.5601 (0)</td>
<td>74.6589 (0)</td>
<td>82.7483 (0)</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MR-EA/G</td>
<td>319.683 (0)</td>
<td>246.8641 (0)</td>
<td>297.448 (0)</td>
<td>299.4491 (0)</td>
<td>284.5778 (0)</td>
<td>*</td>
</tr>
</tbody>
</table>

The results of paired two-tailed T-test [27] and Wilcoxon signed rank test [28,29] justify whether the obtained best mean values of all algorithms have a distinguished difference with 58 degrees of freedom at 1% level of significance. T-test and Wilcoxon signed rank test results are presented in Tables 6 and 7. Based on Table 6, the obtained values are statistically significant (all T-values are positive and P-values are 0.0000). Based on Table 7, the obtained values are statistically significant (all Z-values are obtained by positive ranks, and P values are 0.0000). Therefore, our proposed method is statistically more significant than other methods.


All of these methods are based on single point crossover and mutation. These methods proposed modifications to crossover operator and selection of parent chromosome to escape from local optima. However, if the number of abstract services and candidate services grows for each abstract service, chromosomes become very long. Hence, the GA method results in poor readability of the chromosome, crossover, mutation and fail to predict the information related to the semantics of services. Further, it results in low convergence rate and low premature rate in local optima [39].
Generally, genetic algorithms use crossover and mutation operators to produce offsprings (solutions) from the selected parents without considering search space global information using the location information of the solutions found so far. Unlike genetic algorithms, EA/G uses a probability method to generate offsprings, that ensures the distributing of promising solutions in each generation from which off-springs are generated by sampling. Instead of directly using the position values, EA/G updates the probability values for each generation based on the global statistical information extracted from the members of the population. To handle the complementary aspect of GAs and EDAs (estimation of distribution algorithms), Zhang et al. [18] proposed a novel evolutionary algorithm with guided mutation (EA/G) that employs the local information of the solutions (like GAs) and global information about the search space (EDAs) while generating an offsprings (solutions). EA/G uses a mutation operator, named as guided mutation, where an offsprings is produced by combining both global statistical information about search space and local information about parent solution.

We proposed a novel MapReduce-based EA/G algorithm for QoS-aware Big service composition. To the best of our knowledge, this is the first paper based on MR-EA/G for QoS-aware Big service composition using MR-Skyline operator. The empirical analysis of our proposed method shows the best performance in terms of feasibility, scalability, and optimality with different QoS attributes for solving Big service composition.

6. Conclusion and future work

With the proliferation of services, it is difficult to select and compose the optimal services to fulfill the user requirements. In this paper, we proposed a novel MR based evolutionary algorithm with guided mutation (MR-EA/G) for addressing QoS-aware Big service composition. The QoS based service pre-selection process is accomplished by using a MR-based skyline operator. To improve the searching efficiency of service selection and composition, we presented a novel EA/G with MapReduce framework. Based on the experiments, we infer that our proposed approach outperforms against all other approaches.

In future, we plan to improve our proposed approach, making it more effective and efficient by using other machine learning and meta-heuristic algorithms. In addition, other aspects such as reputation-based service selection [40] could be integrated. The efficient scheduling tasks on cloud systems is a complex problem which has attracted many research efforts [41]. Models for scheduling become more sophisticated, incorporating such notions as energy-efficiency [42,43], network-awareness [44], and heterogeneity of systems [45]. Pricing models can be expected to evolve in the same direction, including explicitly these concepts [46]. Such a scenario of multifaceted pricing models offers plenty of opportunities to extend our approach.
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