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A B S T R A C T

Multi-Dimensional Resources Scheduling Problem (MDRSP, usually a multi-objective optimization problem) has attracted focus in the management of large-scale cloud computing systems as the collaborative operation of various devices in the cloud affects resource utilization and energy consumption. Effective management of the cloud requires a higher performance method to solve MDRSP. Considering the complex coupling between multi-dimensional resources and focusing on virtual machines allocation, we propose GGA-HLSA-RW (GHW, a novel family of genetic algorithms) to optimize the utilization and energy consumption of the cloud. In GGA-HLSA-RW, we add a growth stage to the genetic algorithm and construct a Growable Genetic Algorithm (GGA) using the Heuristic-based Local Search Algorithm (HLSA) with Random multi-Weights (RW) as the growth route. Based on the GHW, we propose GHW-NSGAII and GHW-MOEA/D by applying the sorting strategies and population regeneration mechanism of NSGAII and MOEA/D. To evaluate the performance of GHW, we carry out extensive experiments on the simulation dataset and AzureTraceforPacking2020 for the problems of minimizing the maximum utilization rate of resources for each dimension and minimizing total energy consumption. Experiment results demonstrate the advantages of growth strategy and dimensionality reduction strategy of GHW, as well as validate the applicability and optimality of GHW in realistic cloud computing. The experiments also demonstrate our proposed GHW-NSGAII and GHW-MOEA/D have better convergence rates and optimality than state-of-the-art NSGAII and MOEA/D.

1. Introduction

The emerging trend of IoT and mobile communication accelerates the growth of Internet data urgently demanding large-scale software systems [1]. As a successful distributed computing paradigm, cloud computing is playing an important role in various industries. Cloud computing interconnects extensive heterogeneous server nodes to flexibly provide services for various requests from users including computing requests, storage requests, cache requests and mixed requests [2]. With services almost covering all industries, cloud computing has blossomed into an indispensable impetus in the new network era of IoT currently [3].

The main work units of cloud computing are the components integrated by various micro-circuits including CPU (Central Processing Unit), RAM (Random Access Memory), DS (Disk Storage), CPU (Graphics Processing Unit), BW (BandWidth), etc [4–6]. Constantly expanding requests from users extraordinarily enhance the difficulty and burden to manage resources of the cloud. Some factors noteworthy in resource management comprise heterogeneity of resources, timeliness of response, operation cost, quality of service, etc. These factors are complex and eventually result in the inferior utilization rate of resources and exceedingly massive energy consumption in realistic cloud computing systems.

In practice, the resource bottleneck in any dimension will limit the operating status of the cloud computing system, and then affects the quality of services. Additionally, the inferior utilization rate of resources usually accompanied by low energy conversion efficiency will also cause excessive CO2 emissions. Therefore, targeting the preservation of social resources, the research on effective multi-dimensional resources scheduling in heterogeneous nodes of the cloud has become a hotspot.

Resource scheduling in cloud computing is defined by [7] as to find an “optimal” mapping “Tasks → Resources” to meet one or
several given objectives. Multi-Dimensional Resource Scheduling Problem (MDRSP) in the heterogeneous nodes of cloud computing, as a multi-objectives problem involving resources in different dimensions, is an NP-hard problem and far more complex than single-objective resource scheduling. Some heuristic algorithms, such as LPT (Longest Processing Time First), FCFS (First Come First Serve) and BFD (Best Fit Decreasing) [8,9], are inappropriate to solve MDRSP. Therefore, meta-heuristic is a common type of algorithm in the existing research on MDRSP such as the modified binary pigeon-inspired algorithm [10], IBLSMA (Improved Developed-Slime-Mould-Algorithim) [11], force-directed search [12], NSGA II (Non-dominated Sorting Genetic Algorithm II) [13]. For large-scale cloud computing with ultra-high energy consumption, small-scale improvements to these algorithms will bring considerable significance [14]. Thus, better methods are still necessary especially to obtain the Pareto boundary, where the Pareto boundary is frequently used to evaluate multi-objective optimization algorithms [15,16].

Focusing on the optimization of resource utilization and energy consumption in cloud computing, this paper considers the Virtual Machine (VM) allocation scenario in heterogeneous nodes with Multi-Dimensional Resources (MDRs). In this scenario, we formulate two types of MDRSPs that are minimizing the maximum utilization rate of each dimension of resources and minimizing energy consumption of the total system. Aiming to solve these problems, we apply the concept of stages to divide the classical genetic algorithm into four stages namely initialization stage, infancy stage, mature stage and genetic stage. Based on these four stages of GA (Genetic Algorithm), we add a growth stage for each individual and propose the Growable Genetic Algorithm (GGA) leveraging the Heuristic-based Local Search Algorithm (HLSA) as its growth route with Random multi-Weights-based dimensionality reduction (RW), which can be called GGA-HLSA-RW (abbreviated as GHW). In solving MDRSP, GHW selects the better part of the individual in each generation to generate the offspring, uses RW to reduce the dimensionality of MDRSP to Multi Single-Objective Problems (MSOPs), utilizes HLSA to gain the solution of these dimensionality-reduced MSOPs as the next individual and then updates the solution set of MDRSP. GHW can be regarded as a family of algorithms that allows the combination of various optimization strategies. To further improve the convergence rate and optimality of GHW, we proposed GHW-NSGA II and GHW-MOEA/D applying the sorting strategies and population regeneration mechanism of NSGA II and MOEA/D (Multi-Objective Evolutionary Algorithm based on Decomposition). Extensive experiments on simulation dataset and experiments driven by the AzureTraceforPacking2020 [17] demonstrate the advantages of our proposed algorithms, where AzureTraceforPacking2020 is a popular public VMs traces representing part of the workload on Microsoft’s Azure Compute and is provided by Microsoft Azure for VM allocation [18]. In the scenarios studied in this paper, several multi-objective optimization quality indicators, including hypervolume-over-time and the average probability of finding the theoretically optimal Pareto solutions, show that our proposed GHW family of algorithms has a much better convergence rate and optimality than the algorithms compared, such as NSGA II and MOEA/D.

The main contributions of this paper can be summarized as follows.

(1) GGA: Enlighten by the existing research and natural phenomenon, we use the concept of stages to divide the classical genetic algorithm into four stages called initialization stage, infancy stage, mature stage and genetic stage. Based on this, we add a growth stage to GA and propose the Growable Genetic Algorithm (GGA) which allows the individual in GA to grow through various growth routes.

(2) HLSA-RW: We propose the Heuristic-based Local Search Algorithm (HLSA) as the growth route of GGA and apply Random multi-Weights (RW) to decompose MDRSP to MSOPs. Using the heuristic algorithm as the search route of LSA (Local Search Algorithm) and using LSA as the growth route of the individual in GA are both novel perspectives. Combining GGA, HLSA and RW, we obtain a well-performed GGA-HLSA-RW (GHW) family of algorithms to solve MDRSP. GHW also has a flexible structure to adapt to the combination of various strategies.

(3) GHW-NSGA II and GHW-MOEA/D: We further apply the sorting strategy and population regeneration mechanism of NSGA II and MOEA/D to propose two instantiations of the GHW family i.e., GHW-NSGA II and GHW-MOEA/D, which have better convergence rate and optimality than NSGA II and MOEA/D.

(4) Extensive experiments on the simulation dataset and AzureTraceforPacking2020 [17] with various comparison sights demonstrate the superiority of the GHW family in solving MDRSPs.

The rest of this paper is organized as follows. We review the related work in Section 2. The system model and problem formulation of MDRSP in cloud computing are presented in Section 3. The proposed methodology GHW is presented in Section 4. The experiment design and evaluation results are presented in Section 5. Finally, we conclude this paper in Section 6.

2. Related work

In this section, we briefly review the related work from three aspects: scheduling algorithms in cloud computing, MDRSP and the existing approaches to Multi-objective Optimization Problem (MOP).

2.1. Scheduling algorithms in cloud computing

Approaches to optimize the resource utilization in cloud computing include VMs migration [19], queuing model [20], scheduling algorithm, etc. Among them, the scheduling algorithm is the core. In cloud computing, the existing common categories of scheduling algorithms include heuristic, machine learning and meta-heuristic algorithms.

Heuristic algorithms, generally of low computational complexity, are often used to obtain solutions with acceptable performance. Some classical heuristic algorithms include RR (Round-Robin), LPT, greedy, random, FCFS [8,9] etc. In other search algorithms, they can also be used to generate initial solutions to accelerate convergence, for example in JBA (Jacobi Best-response Algorithm) [21], FISTA (Fast Iterative Shrinkage-Thresholding Algorithm) [22], and LARAC (Lagrange Relaxation based Aggregated Cost) [23].

Machine learning algorithms used for resource scheduling mostly belong to Reinforcement Learning (RL) or Deep Reinforcement Learning (DRL) categories. Some examples are QEEC (Q-learning based framework for Energy-Efficient Cloud) [24] and ADEC (Autonomic Decentralized Elasticity Controller) [25] from the RL category, as well as DQN (Deep Q Network) [26], ADRL (hybrid Anomaly-aware Deep Reinforcement Learning) [6], and DQTS (Deep Q-learning Task Scheduling) [5] from DRL. Combinations of machine learning and other algorithms also adapt to resource scheduling, examples of which are RL+Belief-Learning-Based Algorithm [27], DeepRM-Plus [3] and NN-DNSGA II (Neural Network with Dynamic NSGA II) [28].

The solution space of the NP-hard problem increases exponentially with the increase in data volume. Meta-heuristic is a common method to solve complex optimization problems, especially in big data systems such as the cloud systems [14].
Meta-heuristic algorithms (also evolutionary algorithms always inspired by natural phenomena) include ant colony algorithm such as MALO (Multi-objective Ant Lion Optimizer) [29] and SMoAL (Spacing Multi-Objective Ant Lion algorithm) [30], genetic algorithms such as NSGA II [13], NSGA III [31], MOGA (Multi-Objective Genetic Algorithm) [32] and MOEAs (Multi-Objective Evolutionary Algorithms) [16], Particle Swarm Optimization (PSO) such as MOPSO (Multi-Objective PSO) [33] and HAPOPSO (Hybrid Adaptive PSO) [34], Artificial Bee Colony (ABC) [35], as well as Firefly Algorithm (FA) [36]. Searchability of solution enables meta-heuristics to utilize local search algorithm or other meta-heuristics as its input to accelerate the convergence, for example: OEMACS [37] leveraged OEM (Order Exchange and Migration) local search techniques; ACO-GA [38], HGA-ACO [39] and DAAGA (Dynamic Ant-colony Algorithm and Genetic Algorithm) [40] leveraged Ant Colony Optimization (ACO) and GA to optimize the search process.

For intuitive observation, we summarize the scheduling algorithms in Table 1.

### 2.2. MDRSP in cloud computing

For realistic cloud computing systems, many types of resources need to be arranged simultaneously. The working status of each resource may affect that status of others on the same physical machine, which increases the difficulty of research on MDRSP. Aiming at optimizing resource utilization, energy consumption and cost, researchers have carried out numerous studies on MDRSP in the cloud. In addition to the meta-heuristics reviewed in Section 2.1, we continue to review some other research on MDRSP.

Goudarzi and Pedram [12] proposed a force-directed search to solve the multi-dimensional SLA-based resource allocation problem in the cloud considering power, memory and bandwidth. Xie et al. [41] designed MPTMG (Multi-dimensional Pricing mechanism based on Two-sided Market Game) for distributed MDR allocation in mobile cloud computing considering storage, bandwidth and CPU in cloudset. Bao et al. [42] proposed MECC (Multi-dimensional resource allocation-Enabled Cloud Cache), a SLA-aware cloud cache framework, to achieve both the SLA assurance and cost optimization for NVM-based cloud cache. Pan et al. [43] proposed a MDR sharing framework for heterogeneous nodes to reduce the total cost and task failure probability. Combining Lyapunov optimization and Lagrange dual decomposition, Yu et al. [44] proposed MERITS (Multi-timescale multi-dimension Resource allocation and Task SPLITting algorithm) to reduce energy consumption, queuing delay, queue backlog and increase connection success ratio. Gopu and Venkataraman [45] applied MOEA/D to solve optimal VM placement in the cloud considering wastage, power consumption and propagation delay simultaneously.

In addition, research on MDRSP is also a hot topic in other scenarios. For multi-dimensional knapsack problem, negative learning in ant colony optimization [46], sum-of-ratios-based decomposition [47], Modified-BPIO (Modified Binary Pigeon-Inspired Optimization) [10] and IBLSM [11] were proposed and achieved considerable performances. For multi-dimensional transport problems, Akter et al. applied three ways, i.e., weighted sum technique, max–min Zimmermann technique and neutrosophic programming technique, to reduce multi-objective to single-objective and then used generalized reduced gradient method for solutions [48]. For diverse safety message transmissions in vehicular networks, Chen et al. [49] developed a MDR allocation scheme to jointly optimize the sensing resource allocation.

### 2.3. Existing approaches to MOP

MDRSP is actually one of the Multi-objective Optimization Problems (MOP, also known as multicriteria optimization) [50, 51]. Solving a MOP generally requires two aspects: evaluation indicator of solutions and simplification of problems. These two aspects also extended various optimization algorithms to MOP. In this subsection, we will review them from these two aspects.

Evaluation indicator-based methods include two popular types: non-dominated sorting-based method [51, 52] and hypervolume-based method [53, 54].

For the Non-dominated Sorting (NS) based method, Srinivas and Deb [55] proposed Non-dominated Sorting Genetic Algorithms (NSGA). Based on the concept of Pareto optimization, NSGA stratifies the individuals according to their dominant and non-dominant relationships, which improves the convergence rate to solve MOPs [55]. Using elite strategy and congestion comparison operator, Deb et al. [56] proposed NSGA II, which guarantees the uniform distribution of the non-inferior optimal solution. Subsequently, NSGA III [31] applied reference points to replace congestion sorting of NSGA II, which is more suitable to high dimensional MOP. Other variants of NSGA include B-NSGA III, U-NSGA III [51], NSGA II-C [52], NN-DNSGA II algorithm [28], et al.

HyperVolume (HV), proposed by Zitzler et al. is an important indicator to evaluate the optimality of the Pareto solution set [57, 58]. The indicator HV also extended a novel type of approach (HV-based method) to solve MOP. Some examples are R2HCA-EMOA (R2-based Hypervolume Contribution Approximation Evolutionary Multi-objective Optimization Algorithm) [53] and UHV-GOMEA (Uncrowded HyperVolume and Gene-pool Optimal Mixing Evolutionary Algorithm) [54].

Simplification of problems-based methods mainly includes some dimension reduction-based methods.

Dimension reduction in MOP means using some methods to obtain problems with fewer objectives by decomposing MOP into Multi Lower-Dimensional objective Problems (MLDPs) [59–61]. Brockhoff and Zitzler [61] proposed an exact algorithm and fast heuristics to reduce the dimensions of objectives to assist evolutionary MOP with large dimensions. Ruochen Liu et al. [59] proposed a clustering and dimensionality reduction-based evolutionary algorithm for large-scale MOP with dimensions up to 5000. Zheng Tan et al. [60] proposed a multi-stage dimension reduction to make surrogate-assisted evolutionary algorithms capable to handle sparse MOPs.

A specific case of dimension reduction is scalarization, which means decomposing the MOPs into Multiple Single-Objective Problems (MSOPs) [50]. Aggregating the objectives into a weighted sum is a frequent approach to scalar the MOP [50]. The weighted sum approach enables computation of the properly Pareto optimal in convex cases, while may work poorly in non-convex cases [50]. Other approaches including ε-constraint method, Benson’s method, and compromise programming are applicable in non-convex solution space to transform MOP to SOPs [50]. MOEA/D, proposed by Qingfu Zhang and Hui Li [62], is a typical scalarization-based method, which combines genetic

---

**Table 1**

Summary of scheduling algorithms in literature from three categories i.e., heuristic, machine learning and meta heuristic.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Family</th>
<th>Algorithms</th>
<th>Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic</td>
<td></td>
<td>LPT [9], FCFS [6], et al.</td>
<td>SOP</td>
</tr>
<tr>
<td>Meta heuristic</td>
<td>GA</td>
<td>NSGA II [13], NSGA III [31] et al.</td>
<td>SOP, MOP</td>
</tr>
<tr>
<td></td>
<td>ACO</td>
<td>MOGA [29], S-MOAL [30] et al.</td>
<td>MOPSO [37], HAPSO [34] et al.</td>
</tr>
</tbody>
</table>

---

algorithms and a weighted sum method [50]. On the basis of MOEA/D, Hang Xu et al. [63] proposed a novel MOEA based on Hierarchical Decomposition (MOEA/HD) which decomposed the MOP into subproblems layered in different hierarchies. Jie Cao et al. [64] proposed MOEA/D-TS (a Two-Stage evolutionary strategy based MOEA/D) to improve MOEA/D. In MOEA/D-TS [64], the first stage focused on pushing the solutions into the area of the Pareto front to speed up its convergence ability, as well as the second stage conducted in the operating solution’s diversity to make the solutions distributed uniformly.

For the sake of observation, we summarize these approaches in Table 2.

### 2.4. Analysis of related work

MDRSP, as a type of challenging MOPs, has complex problem features and discontinuous solution spaces. One common type of its method is the meta-heuristic algorithm. Among them, NSGA family and MOEA/D family are the most popular to solve MOPs. Some comparative studies between NSGA family and MOEA/D family [65,66] showed both these two families of algorithms have good convergence in continuous multi-objective optimization space. When in large-scale discrete solution space, the searching ability of these algorithms is insufficient. Therefore, they require abundant population size and generations to obtain an acceptable solution, which will cost a lot of computing time. Moreover, their local optimal solutions may be far from the theoretical optimal solutions due to their essential characteristics.

Conventionally, a genetic algorithm contains several processes: initializing the individuals, selecting the excellent individuals to participate in the pairing, and executing crossover and mutation to generate the children individuals, regenerate the population with a specific mechanism to generate the next generation. From the above review, the existing genetic algorithms mainly focus on the improvement of the population selection strategies and population regeneration mechanisms, such as non-dominated sorting, elite strategy, and competition mechanism [67–69], which have improved the searchability and local optimum of GA to some extent. However, as they do not pay special attention to the growth process of the individuals outside the crossover and mutation, the convergence rate and optimality need to be further improved.

Referring to the previous research, this paper reorganizes the process of genetic algorithms by the concept of stages and adds a growth stage for each individual to obtain a novel architecture of genetic algorithm called Growable Genetic Algorithm (GGA). The GGA allows the combination of various algorithms and the individuals have more flexible evolutionary routes. To solve the MDRSP in cloud computing, we propose the Heuristic-based Local Search Algorithm (HLSA) to instantiate the growth route of GGA and use Random multi-Weights (RW) as the growth direction of individuals. Combining the above components, we propose GGA-HLSA-RW (GHW), which can effectively solve MDRSP in the cloud.

### 3. System model and problem formulation of MDRSP

To assist with the system model and problem formulations, Table 3 lists the descriptions of some notations in this paper.

### 3.1. Cloud system model with multi-dimensional resources

A cloud computing system usually consists of a large number of server nodes and integrates the resource layers of these nodes through the high-speed network as Fig. 1. We demonstrate cloud servers as heterogeneous nodes because of the default supportability of the cloud systems for heterogeneity. Then, we model it as a multi-dimensional system model and model the problem of VMs allocation in it as a MDRSP.

We consider a cloud system with m heterogeneous nodes (denoted as $P = (P_1, P_2, \ldots, P_m)$) and each node with d-dimensions of resources such as CPU, RAM, disk storage, GPU, bandwidth etc. The set of tasks and VMs in a time slot $[t, t + \delta t]$ is denoted as $V = (V_1, V_2, \ldots, V_n)$. The executions of the same request are different in different nodes and always need multi resources synergistically. Thus, we assume that a task or VM request from users equals a request for resources in multiple dimensions. Based on the above, we can set the property of a task or VM $V_i$ as a matrix $C_i = \{c_{ijk}\}_{1 \leq j \leq m, 1 \leq k \leq d}$, where $c_{ijk}$ denotes the capacity request for resources in each dimension when $V_i$ is allocated to the $j$th node.
Each node has limited capacity in each dimension (i.e., the maximum load for healthy operation of components) that can be set as $L = \{L_{jk}\}_{1 \leq j \leq m, 1 \leq k \leq d}$, where $L_{jk} = \{L_{CPU}, L_{RAM}, L_{DS}, L_{GPU}, L_{BW}, \ldots\}$. For example, $L_{CPU}$ is the $j$th node’s capacity of CPU and $L_{DS}$ is its disk size. This model corresponds to various requests (computing requests, storage requests, cache requests, transmission requests, VMs requests, etc.) involved in cloud computing systems.

A diagram of the allocation of tasks or VMs to heterogeneous nodes with MDRs is shown in Fig. 2. Although VMs migration and task segmentation can also be leveraged to solve the resource scheduling in the cloud, they still cannot avoid the allocation of tasks or VMs. In view of this, we do not consider the VMs migration and task segmentation. Then, we mainly focus on the direct allocation of tasks or VMs where any task or VM cannot be further split into smaller ones. This also means any task or VM will be allocated to only one server node supporting affinity while one server node can process multiple tasks or VMs simultaneously. We denote the set of tasks and VMs in node $P_j$ as $\psi_j$. If a task or VM $V_i$ is allocated to the node $P_j$, we use $V_i \in \psi_j$. The $\psi_j$ of each node constitutes a vector $\kappa = (\psi_1, \psi_2, \ldots, \psi_m)$. Therefore, we can gain the relationships of $\psi_j$ that $\bigcup_{j=1}^{m} \psi_j = V$, $\psi_j \subset \kappa$, and $\psi_j \bigcap \psi_l = \emptyset$ for $\forall 1 \leq j \neq l \leq m$. $\kappa$ determines the unique allocation result corresponding to the solution of MDRSP.

We use $S_{jk}$ to denote the load of resource in the $k$th dimension of the $j$th node. Then, the load vector of the $j$th node is expressed as $S_j = (S_{j1}, S_{j2}, \ldots, S_{jd})$. The occupancy of most components approximately satisfies linear superposition. Thus, resource occupation of each dimension on a node is equal to the sum of the requests of all VMs on it shown as Eq. (1). A diagram of Eq. (1) is presented in Fig. 3.

$$S_{jk} = \sum_{V_i \in \psi_j} C_{ijk}$$  \hspace{1cm} (1)

### 3.2 Problem formulations for resources utilization and energy consumption

Cloud computing is based on the pay-as-you-go pattern [3] and regards the resources as ubiquitous “cloud”. Generally, cloud has several targets: providing as many services as possible, ensuring flexibility in providing services, reducing the overall energy consumption, optimizing the resource utilization and prolonging...
the service life of components. In this paper, we transform its aims and focus on two problems:
(1) Minimizing the maximum utilization rate of resources for each dimension under all nodes;
(2) Minimizing the energy consumption for the whole system.

3.2.1. Minimizing the maximum utilization rate of resources for each dimension under all nodes
There are various indicators to evaluate balancing degree in the cloud such as variance or standard deviation of load [5,36], average success rate [70], coefficient of variance [71], degree of imbalance [28], etc. In this paper, we leverage the objectives of minimizing the maximum utilization of resources in each dimension. It is also a method to perform load balancing, improve resource utilization and ensure that the cloud system can process more VMs. The problem with multi-objectives can be formulated as Eq. (2), where we denote $\min \omega_1 = \min (S_{1k}, S_{2k}, \ldots, S_{mk})$ and $S_{jk} = L_{jk}$ for $\forall j \in \{1, 2, \ldots, m\}$ and $\forall k \in \{1, 2, \ldots, d\}$.

\[
\min \omega_1 = \left( \min \max_{j=1,2,\ldots,m} S_{jk} \right)_{k=1,2,\ldots,d}
\]

\[
= \min \left\{ \max (S_{11}, \ldots, S_{m1}), \ldots, \max (S_{1d}, \ldots, S_{md}) \right\}
\]

Converting Eq. (2) to zero–one integer programming problem can obtain Eq. (3).

\[
\min \omega_1 = \min \left( \max_{j=1,2,\ldots,m} \sum_{i=1}^{n} x_{ij} c_{ijk} \right)
\]

We assume the resource utilization rate of each dimension as the ratio of the occupied load to the limited capacity that is:

\[
U_{jk} = \frac{S_{jk}}{L_{jk}} = \frac{\sum_{i=1}^{n} x_{ij} c_{ijk}}{L_{jk}}
\]

In the system model of this paper, $L_{jk}$ and $C_{ijk}$ are given and invariant. Thus, we can denote a parameter $u_{ijk} = C_{ijk}/L_{jk}$ to express the occupancy rate of a single VMs $V_i$ for the $k$th dimension of node $P_j$. The utilization rate $u_{ijk}$ also satisfies the superposition relationship:

\[
U_{jk} = \sum_{i \in \psi_j} u_{ijk} = \sum_{i=1}^{n} x_{ij} u_{ijk}.
\]

Thus, if an algorithm can adapt to $C_{ijk}$, it can also apply to $u_{ijk}$, and vice versa. Then, a problem to reduce the utilization rate of resources for each dimension is as Eq. (6).

\[
\min \omega_2 = \min \left( \max_{j=1,2,\ldots,m} \sum_{i=1}^{n} x_{ij} u_{ijk} \right)
\]

where the constraints are:

\[
\begin{aligned}
&\sum_{j=1}^{m} x_{ij} = 1, \\
&\sum_{i=1}^{n} x_{ij} c_{ijk} \leq L_{jk} \Leftrightarrow \sum_{i=1}^{n} x_{ij} u_{ijk} \leq 1, \\
&0 \leq C_{ijk} \leq L_{jk} \Leftrightarrow 0 \leq u_{ijk} \leq 1, \\
&x_{ij} \in \{0, 1\}, i \in \{1, 2, \ldots, m\}, j \in \{1, 2, \ldots, m\}, \\
&k \in \{1, 2, \ldots, d\}
\end{aligned}
\]

3.2.2. Minimizing the total energy consumption for system
Minimizing the number of working nodes is a frequent way to optimize the energy consumption of the cloud, whose optimization objective can be written as:

\[
\min \omega_3 = \min \left( \max_{j=1,2,\ldots,m} x_{ij} \right)
\]

The use of Eq. (8) requires the assumption that the operating energy consumptions of all nodes are similar. However, the ratio between load and energy consumption may be varying with the different nodes. Therefore, we consider the relationship between the load and energy consumption to lean closer to the actual scene. We assume $G_{jk} (S_{jk})$ as the function between the load of resource in $k$th dimension of server node $P_j$ and its required energy consumption where we denote $E_j$ as the total energy consumption the node $P_j$. In reality, $G_{jk} (S_{jk})$ is often non-linear related to the status of sever nodes such as temperature. In this paper, we do not address the issue of the relationship between load, energy consumption and status. Thus, we assume each $G_{jk} (S_{jk})$ is a given function. Without losing generality, we also assume the energy consumption of all dimensions of resources is subject to superposition. Then, formulas for energy consumption can be obtained as:

\[
E = \sum_{j=1}^{m} E_j = \sum_{j=1}^{m} \sum_{k=1}^{d} G_{jk} (S_{jk})
\]

The components in the computer mainly process the task by switching high–low voltage signals. According to Ohm’s law, the electrical power is equal to the square of the voltage divided by the resistance. Thus, we set up the function $G_{jk} (S_{jk})$ as a quadratic polynomial function in this paper:

\[
G_{jk} \left( \sum_{k=1}^{q} S_{jk} \right) = a_{jk} S_{jk}^2 + b_{jk} S_{jk} + c_{jk} + sgn (S_{jk}) d_{jk}
\]

where $sgn (\cdot)$ is the signum function. When $\sum_{k=1}^{q} S_{jk} = 0$, $c_{jk} = E_{idle}$ corresponds to the energy consumption of $k$th dimensional resource when node $P_j$ is idle. When $\sum_{k=1}^{q} S_{jk} > 0$, $c_{jk} + d_{jk} = E_{con}$ corresponds to the energy consumption of $k$th dimensional resource when node $P_j$ is on working. Then, the total energy.
consumption of the system can be rewritten as follows by substituting $x_i$ and Eq. (10) into Eq. (9).

$$E = \sum_{j=1}^{m} \left( \sum_{k=1}^{d} a_{jk} \left( \sum_{i=1}^{n} x_{ij} c_{ijk} \right) \right) + \sum_{j=1}^{m} \sum_{k=1}^{d} c_{ijk} + \sum_{j=1}^{m} \left( \max_{i=1}^{n} \sum_{k=1}^{d} d_{ijk} \right)$$

(11)

Obviously, the objective of minimizing the total energy consumption is as:

$$\min \omega = \min E$$

(12)

where the constraints are also as Eq. (7).

4. Methodology for MDRSP: GGA-HLSA-RW (GHW) and its instantiations

For MDRSP, the commonly used three basic steps to obtain a solution set are as:

1. Reducing dimensionality of the MDRSP to Multi Single-Objective Problems (MSOPs) or Multi Lower-Dimensional objective Problems (MLDPs);
2. Solving the solutions of MSOPs or MLDPs;
3. Integrating the solutions of MSOPs or MLDPs to obtain the solution set of the original MDRSP.

Therefore, we need to achieve these three steps by building corresponding methods to solve MDRSP. We map them into a growable genetic algorithm framework as shown in Fig. 4. In this framework, we leverage the Random multi-Weights method (RW) to achieve dimensionality reduction and use the individuals of GGA to represent the dimensionality-reduced MSOPs; propose the HLSA-based growth route to represent the solving process of each MSOP and obtain the mature individuals after HLSA-based growth as the solution of MSOP; finally, update the Pareto solution set of MDRSP by integrating the grown mature individuals.

The key to our proposed framework is the Growable Genetic Algorithm (GGA) using HLSA as the growth route. To illustrate its structure and highlight the difference between it and the classical GA, we present their flowchart in Fig. 5, where the flowchart of the classical GA is obtained by integrating the genetic-related literature [13,31,32,55,56].

As shown in Fig. 5, we apply a concept of stages to divide the classical GA into four stages namely initialization stage, infancy stage, mature stage and genetic stage. The classical GA firstly takes the initialized individuals as the early individuals of the infancy stage; secondly selects some excellent individuals in the mature stage according to some strategies such as fast non-dominated sorting algorithm [31,56]; then pairs the selected individuals; executes crossover and mutation to generate the children individuals; finally, choose a part of individuals as the individuals of the next infancy stage.

On the basis of the four stages of the classical GA, we add a growth stage in GGA shown as the part in the red box of Fig. 5. In the growth stage, we randomly entrust weights to the individuals as their directions of ability cultivations, use the Heuristic-based Local Search Algorithm (HLSA) to cultivate the individuals of the infancy stage, and then select the grown individuals for the subsequent genetic process. The application of a novel growth stage is conducive to quickly obtaining better optimization solutions for MDRSP. Finally, we obtain our proposed Growable Genetic Algorithm (GGA) using the HLSA-based growth route with Random multi-Weights (RW) named GGA-HLSA-RW (abbreviated as GHW).

Next, we will present the components of GGA-HLSA-RW (GHW) respectively including RW, HLSA, and GGA based on various growth strategies.

4.1. Random multi-weights-based dimensionality reduction

In this paper, we mainly consider transforming MDRSP into MSOPs. However, for strict consideration, the framework of this paper is also suitable for transforming MDRSP into MLDPs. Therefore, we still use dimensionality reduction (or decomposition) instead of scalarization in this paper.

Before discussing the method of dimensionality reduction, we first presuppose we have a valid and efficacious algorithm (marked as $A_h$) to solve the single-dimensional resource scheduling problem. Taking $\omega^{(2)}$ in Eq. (6) as an example, it can be regarded as a single-dimensional resource scheduling problem (also a single-objective optimization problem) regardless of other dimensions. $A_h$ can gain a sufficiently optimized solution of Eq. (6) for the kth dimension based on our presuppose. Assuming minimizing the weighted sum of utilization in each dimension marked as $\omega^{(2)}$, modification of Eq. (6) can gain a problem as:

$$\min \omega^{(2)}(w) = \min \left( \frac{\max_{x \in \mathbb{Z}^{d}} \left( \sum_{k=1}^{d} \frac{d_{ijk}}{u_{ijk}} \right)}{} \right)$$

(13)

where $w = \langle w_1, w_2, \ldots, w_d \rangle$ is a vector of weights. It can be set $W_{ij} = \sum_{k=1}^{d} w_k \cdot u_{ijk}$. Because $w$ and $u_{ijk}$ are given and invariant, $W_{ij}$ is a constant, which means Eq. (13) is a single-dimensional problem and has the same form as Eq. (6). More crucially, the algorithm $A_h$ can apply to solve it and obtain a sufficiently optimized solution. Other problems are analogous to this property. For sake of the following discussion, we set the solution in each dimension of Eq. (13) obtained by $A_h$ as $A_h\left(\omega^{(2)}(w)\right)$ where:

$$A_h\left(\omega^{(2)}(w)\right) = \left\{ \omega^{(2)}(1), \omega^{(2)}(2), \ldots, \omega^{(2)}(d) \right\}$$

(14)

Therefore, $\omega^{(2)} = \max_{t=1,2,\ldots,m} \left( \sum_{i=1}^{n} x_{t,j} \sum_{k=1}^{d} \left( w_k \cdot u_{ijk} \right) \right)$ where $[x_i]$ is the obtained optimization solution of Eq. (13) solved by $A_h$. 

Fig. 4. Basic steps of our proposed framework to solve MDRSPs.
The weight vector \( w \) is actually an angle to slice the multi-dimensions of resources and \( W_0 \) is the projection of this slice. This enlightens us to analyze whether the optimal solutions for the weights of all angles can cover all Pareto solutions. A general MDRSP can be assumed as:

\[
\min \omega = \min \left\{ \omega_1, \omega_2, \ldots, \omega_n \right\} \tag{15}
\]

which expresses a function related to all the elements of the \( n \times m \) matrix \( \{x_{ij}\}_{1 \leq i \leq n, 1 \leq j \leq m} \) where \( y_{ik} \) is given parameter, and the constraints are as Eq. (7). Assuming \( T_{w_k} \) as a weight set traversing all angles in Euclidean space \( \mathbb{R}^l \), then we can denote the optimization solution set under each weight of \( T_{w_k} \) as \( B \) where:

\[
B = \left\{ A_{\omega_1} \mid \omega \in T_{w_k} \right\} \tag{17}
\]

theoretical Pareto solution set of Eq. (15) as \( D \), and the set of solutions included in \( B \) as \( G \) subject to properties that: for \( \forall g \in G \) and \( \forall b \in B, b \) does not dominate \( g \); for \( \forall g \in B - G, \exists g \in G \) s.t. \( g \) dominates \( b \). Therefore, the key is to find a \( T_{w_k} \) s.t. card \( D - G \) as small as possible, where card \( D - G \) means the cardinality of set \( D - G \).

This reveals a method to obtain the Pareto solutions of MDRSP which is to traverse weights of all angles. The way to approximately perform traversing weights is enumerated by cyclic isometrics based on a definite interval. However, the weight set \( T_{w_k} \) is continuous containing infinite elements, and the solutions \( A_{\omega_1} \) and \( A_{\omega_2} \) of two weights \( w_1 \) and \( w_2 \) expressing different angles may be the same. Therefore, differentiating from cyclic isometric, a random multi-weights is applied to obtain the slices of reduced dimension. It means to select multi-weights randomly to generate corresponding single-dimensional problems and respectively obtain the solutions of these problems, as Algorithm 1.

Algorithm 1: Random multi-weights-based dimensionality reduction

- **Input**: MDRSP with form as Eq. (15), constraints as Eq. (7) and the parameters of tasks as \( Y_j \) where \( Y_j = \{Y_{j1}, Y_{j2}, \ldots, Y_{jd}\} \)
- **Output**: Solution set \( B \) of decomposed problems

1. **Generate** random weight set \( T_{w_k} = \{w_{11}, w_{12}, \ldots\} \) with multiple weights where \( w_{ij} \) is vector with length \( d \)
2. **Obtain** dot product \( w_{ij} \cdot Y_j \) as new parameters
3. **Obtain** the problem after dimensionality reduction as:
   \[
   \min \omega_{w_1} = \min f \left( x_{ij} (w_{ij} \cdot Y_j) \right)_{1 \leq i \leq n, 1 \leq j \leq m} \tag{18}
   \]

4. **Solve** the problem Eq. (18) by the given algorithm \( A_h \)
5. **Obtain** the solution set \( B \) as Eq. (17)

### 4.2. Heuristic-based local search algorithm

The next key is an effective algorithm \( A_h \) to gain the optimal solution for dimensionality-reduced problems, which directly determines the optimality of the solution for MDRSP. To improve the solution of \( A_h \), we proposed the Heuristic-based Local Search Algorithm (HLSA) combining the superiorities of heuristic and local search.

Entrusting the heuristic algorithm the role of search route, we define a neighborhood in the heuristic-based local search algorithm as: It can be assumed that two solutions \( \kappa = \{\psi_1, \psi_2, \ldots, \psi_m\} \) and \( \kappa' = \{\psi_1', \psi_2', \ldots, \psi_m'\} \) where \( \exists j \neq j' \in \{1, 2, \ldots, m\} \) subject to that \( \psi_1 = \psi_1' \) for \( \forall l \in \{1, 2, \ldots, m\} \). And if the result after reallocating the VMs set \( \psi_1 \cup \psi_2 \) on two server nodes \( P_{j1} \) and \( P_{j2} \) through the specific heuristic algorithm is \( \kappa' \). Then \( \kappa' \) is defined as the corresponding heuristic-based neighbor of \( \kappa \) and all heuristic-based neighborhoods of \( \kappa \) consist of a solution set as \( \text{Ne}(\kappa) \).

A HLSA-based neighbor solution of a given solution can be also described as the solution obtained by the given solution by calling the HLSA algorithm once. If \( \forall \kappa' \in \text{Ne}(\kappa) \), the solution of \( \kappa' \) is not optimal than that of \( \kappa \), stop the local search and regard \( \kappa \) as a local optimum. In the proposed GHW, we set additional criteria to stop the HLSA search of one individual in one generation, which can be called the number of growth steps (denoted as \( G_{\text{step}} \)). Then, the heuristic-based local search algorithm with \( G_{\text{step}} \) criteria can be seen in Algorithm 2.

Then, an appropriate heuristic algorithm as the search route is the critical factor. Because this framework has great adaptability
to various algorithms, almost any algorithm that can solve the resource scheduling of two nodes can be applied as its search route. Without losing generality, we propose the modified LSPT (modified Longest-Shortest Process Time) to search the heuristic-based neighborhood considering the performance to address the single-fied problem. Sourcescheduling of two nodes can be applied as its search route.

Algorithm 2: Heuristic-based local search algorithm

1. **Input**: Dimensionality reduced problem \( \omega(\omega) \) as Eq. (18) and the number of growth step \( G_{\text{step}} \)
2. **Output**: Solution \( A_\omega(\omega(\omega)) \) of the problem
3. **Initialize Allocate tasks to resources with confirmed or random initialization policy and gain the general initial status of \( \kappa \)
4. Set \( i = 0 \), \( \text{Exists}_\text{Ner} = \text{True} \)
5. While \( i < G_{\text{step}} \) do
   6. **Search** neighborhood \( \text{Ner}(\kappa) \) of \( \kappa \) in the specific heuristic-based local search algorithm such as Algorithm 3 (modified LSPT-based local search algorithm)
   7. If \( \kappa' \in \text{Ner}(\kappa) \) s.t. the solution of \( \kappa' \) is optimal than \( \kappa \) then
      8. **Choose** the optimal neighbor to update \( \kappa = \kappa' \)
9. Set \( \kappa \) as the solution \( A_\omega(\omega(\omega)) \) of the problem

Algorithm 3: Modified LSPT-based local search algorithm for heterogeneous nodes

1. **Input**: Tasks in \( \psi = \psi_1 \cup \psi_2 \) of two server nodes \( P_1 \) and \( P_2 \)
2. **Output**: \( \psi'_1 \) and \( \psi'_2 \)
3. **Initialize** \( \text{Mark}_{P_1} = 0 \), \( \text{Mark}_{P_2} = 0 \), \( \psi'_1 = \emptyset = \psi'_2 \)
4. While \( \psi \neq \psi' \) do
   5. If \( \text{Mark}_{P_1} \leq \text{Mark}_{P_2} \) then
      6. \( \alpha = j_1, \beta = j_2 \)
   7. Collect tasks \( V_i \in \psi \) s.t. \( w_{i,j} \cdot (Y_{i,j} - Y_{i,j'}) = \min_{V_i \in \psi} w_{i,j} \cdot (Y_{i,j} - Y_{i,j'}) \) to obtain a set of \( \{V_{i_1}, V_{i_2}, \ldots, V_{i_\text{n}}\} \)
   8. If \( s \geq 2 \) then
      9. Choose \( V_i \), s.t. \( w_{i,j} \cdot Y_{i,j} = \max_{1 \leq s \leq 3} w_{i,j} \cdot Y_{i,j} \)
   10. \( \text{Mark}_{P_1} = w_{i,j} \cdot Y_{i,j}, \psi'_1 = \{V_i\} \) and \( \psi'' = \{V_i\} \)
11. **Updated** \( \text{Mark}_{P_2} = \text{Mark}_{P_1} \)

Algorithm 4: GGA-HLSA-RW (GHW)

1. **Input**: Tasks and VMs \( V_i \) and their parameters \( C_{g,b} \), server nodes \( P_i \), the limited capacities \( L_{g,b} \) and the optimization problems \( \omega \)
2. **Output**: Pareto solution set \( K \)
3. Set number of individuals in each generation as \( N_p \), the number of generations as \( N_p \)
4. Generate initial individuals \( \{k_1^{(0)}, k_2^{(0)}, \ldots, k_{N_p}^{(0)}\} \) with random genes and obtain initial Pareto solution set \( K \)
5. For \( i \) in range \( N_p \) do
   6. Generate a random weight vector \( w_{q,i}^{(0)} \) for each individual in the \( i \)th generation
   7. Obtain the problem after dimensionality reduction of each individual in the \( i \)th generation as Algorithm 1
   8. Using HLSA as Algorithm 2 (instantiated by Algorithm 3 in paper) to solve the problem after dimensionality reduction, obtain mature individuals as \( \{k_1^{(0)}, k_2^{(0)}, \ldots, k_{N_p}^{(0)}\} \) and update the solution set \( K \)
9. Select and Pair the better mature individuals with specific sort strategies such as non-dominated sorting [55,56], congestion degree sorting [56] and ordering of subproblems corresponding to reference vectors [62]
10. Generate the \( i \)th infancy individuals \( \{k_1^{(i+1)}, k_2^{(i+1)}, \ldots, k_{N_p}^{(i+1)}\} \) with specific strategies such as elitist strategy
11. Update the Pareto solution set \( K \)
4.4. Instantiation of GHW: GHW-NSGA II and GHW-MOEA/D

GGA-HLSA-RW (GHW) can be considered as a family of algorithms, which can incorporate various existing genetic optimization strategies to produce specific algorithm variants. This means that the strategies such as NSGA [55], NSGA II [13,56], NSGA III [31], MOEA/D [62], et al. can be applied in GHW to obtain new, well-performing algorithms. Specifically, this paper applies the NSGA II strategy [13] in GHW to obtain the GGA-HLSA-RW-GHWA (GHW-NSGA II) algorithm and also applies the MOEA/D strategy [62] to obtain GGA-HLSA-RW-MOEA/D (GHW-MOEA/D) algorithm. Referring to the existing terms of genetic algorithms [56,72], the base components of GHW are defined as:

(1) Gene and Individual (Chromosome): we regard the allocated node index of each VM (or task) as a gene, where the ith gene can be written as a vector \( \lambda_i = (x_{i1}, x_{i2}, \ldots , x_{in}) \) where \( 1 \leq i \leq n \) and \( x_{ij} \in \{0, 1\} \). If \( V_i \in \psi_j \), then \( x_{ij} = 1 \), otherwise \( x_{ij} = 0 \). A vector \( I = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) with \( n \) genes constructs an individual (also chromosome) corresponding to a solution of the optimization problem. Obviously, the vector \( I \) and the set of \( \chi \) are interchangeable.

(2) Individual selector: GHW-NSGA II sorts the individuals in the mature stage by non-dominated ordering and congestion ordering, then selects better part of individuals to participate in pairing and crossover. GHW-MOEA/D initialize a group of vectors as reference vectors, selects part of individuals with the best solution under each reference vector and randomly selects two individuals of each reference vector to participate in pairing and crossover.

(3) Crossover: It can be assumed two individuals as \( I_p = (\lambda_{p1}, \lambda_{p2}, \ldots, \lambda_{pn}) \) and \( I_q = (\lambda_{q1}, \lambda_{q2}, \ldots, \lambda_{qn}) \). Their crossover is defined as separately extracting a part of genes from them to gain a new vector as the children individual, such as \( (\lambda_{c1}, \lambda_{c2}, \ldots, \lambda_{cn}) \). In this paper, we randomly select the number of genes of \( I_p \) participating in crossover according to the uniform distribution, and then randomly select the corresponding number of genes from \( I_p \) with the same probability to replace the genes at the corresponding position of \( I_c \).

(4) Mutation: Mutation is defined as that replacing some elements of an individual \( I_u = (\lambda_{u1}, \lambda_{u2}, \ldots, \lambda_{un}) \) by randomly generated genes.

(5) Population regeneration mechanism: Both GHW-NSGA II and GHW-MOEA/D apply elitist strategy [56] to combine the parent individuals with their children individuals to jointly compete to produce the next generation.

Unlike MOEA/D whose individual respectively corresponds to a fixed reference line (or a vector), GHW-MOEA/D is only to select the optimal part of mature individuals corresponding to each preset reference line in the individual selector, and randomly select two of them for crossover to generate a new child. This means the individuals in GHW-MOEA/D will no longer be constrained by given fixed reference lines.

In order to intuitively demonstrate the process of GHW family, we take a visualized example of GHW-NSGA II for problem min \( f(x) \) with two-dimensional resources (CPU and RAM for the sake of observation). Then, we draw its solution process in Fig. 6. In the example of Fig. 6, \( n = 10, m = 4, N_p = 10, G_{step} = 10 \) and the parameters \( w_{uk} \) of VMs and the genes of individuals are randomly initialized.

As shown in Fig. 6 which is corresponding to each stage in Fig. 5:

(1) Infancy Stage: At the 1st generation, the initialized individuals are input as the infancy individuals whose solutions are as Fig. 6(a);

(2) Growth Stage: The infancy individuals are input in the growth stage and are improved by HLSA growth to generate mature individuals as Fig. 6(b). The vectors directed from circles to diamonds represent the growth process with HLSA;

(3) Mature Stage: After growth stage, mature individuals are screened by non-dominated sorting and congestion degree sorting to obtain some selected individuals as Fig. 6(c) for the subsequent crossover and mutation;

(4) Genetic Stage: The selected individuals participate in the crossover and mutation to generate children individuals as Fig. 6(d). Then, children individuals and mature individuals participate in screening together to generate the next infancy individuals as Fig. 6(f). At the same time, the Pareto solutions set is updated as Fig. 6(e);

(5) Repeat Infancy Stage \( \rightarrow \) Genetic Stage.

4.5. Analysis of computational complexity of GHW

The computational complexity (denoted as \( \zeta \) ) of GHW mainly consists of two parts: the computational complexity of HLSA \( \zeta^{(H)} \) and that of genetic algorithm \( \zeta^{(G)} \).

The computational complexity of HLSA for one step search of one individual in one generation can be deduced as \( \zeta^{(h)} = O(nm \log n) \). Thus, for \( N_p \) individuals and \( N_g \) generations, the computational complexity of HLSA is \( \zeta^{(H)} = O(G_{step} \cdot N_p \cdot N_g \cdot \log n) \) where \( G_{step} \) is the max number of steps for HLSA search of each individual in each generation. Following, we demonstrate the proof of \( \zeta^{(H)} \).

Proof. The computational complexity \( \zeta^{(h)} \) corresponds to finding two nodes to execute Algorithm 3. The computational complexity of Algorithm 3 is \( \text{card} (\cup_{i=1}^{m} \psi_i) \log \text{card} (\psi_i \cup \psi_j) \) which mainly derives from the complexity of sorting. Thus the total computational complexity of enumerating the combinations of any two nodes is \( \sum_{i=1}^{m} \sum_{j=1}^{m} \text{card} (\psi_i \cup \psi_j) \log \text{card} (\psi_i \cup \psi_j) \). The second derivative of \( x \log x \) is \( x \log x \) for \( x > 0 \) and \( \sum_{i=1}^{m} \log \text{card} (\psi_i) = n \), thus substitution into Jensen inequality can obtain:

\[
\zeta^{(h)} \geq O \left( \frac{m(m-1)}{2} \cdot \frac{\log n}{m} \right) = O(nm \log n) \quad (19)
\]

In addition, \( x_1 \log x_1 + x_2 \log x_2 < (x_1 + x_2) \log (x_1 + x_2) \) assuming \( x_1, x_2 > 0 \). Therefore:

\[
\zeta^{(h)} \leq O((nn(m-1) \log n(m-1))) = O(nm \log n) \quad (20)
\]

Combining the above equations, \( \zeta^{(h)} = O(nm \log n) \). Thus, \( \zeta^{(H)} = O(G_{step} \cdot N_p \cdot N_g \cdot \log n) \).

For the computational complexity of the genetic algorithm, if using NSGA II strategies to select mature individuals and to generate the new generations, the computational complexity is \( \zeta^{(G)} = O(N_p^2 \cdot N_g \cdot d) \) [56]. Then, the computational complexity of GHW-NSGA II can be obtained as:

\[
\zeta = \zeta^{(H)} + \zeta^{(G)} = O(N_p^2 \cdot N_g \cdot (G_{step} \cdot \log n + N_p^2 \cdot d)) \quad (21)
\]

GGA-HLSA is essentially a multi-route search algorithm by adding a search route (HLSA) to the genetic algorithm. The local convergence points of various routes are usually different, so multiple routes can help each other to jump out of the local convergence points of other routes so as to improve the optimality of solutions. Generally, the relationship between multiple performances (such as optimality and computational complexity) of the algorithms are varying with the change of parameters, which may not have an explicit expression. However, from the perspective of qualitative analysis based on information theory, GHW receives more effective information from GA-based route and HLSA-based route. This helps GHW spend less time finding
bettersolutionsthantheexistingalgorithmssuchasNSGAIIandMOEA/D.Thus,thearithmeticsoftheGHWfamilytheoreticallyhavecertainadvantagesintermsofconvergenceperformance.

5. Performance evaluation

5.1. Experiments setting

For the sake of the comprehensive evaluations to the proposed algorithms, this section carries out four groups of experiments from various aspects including:

(1) EX1: comparison of growth strategies for GGA;
(2) EX2: comparison of dimensionality reduction strategies for GGA-HLSA;
(3) EX3: evaluation of practicability on a real public trace-driven dataset (AzureTraceforPacking2020 [17]);
(4) EX4: verification on the advantages of proposed algorithms in convergence and optimality by comparing with state-of-the-art.

All these experiments are based on the control variable method. Because this paper mainly focuses on discussing the influence of adding a directed growth in the GGA instead of that of the type of algorithms for the growth stage, we select modified LSPT-based HLSA as the growth route of GGA. Fixing the algorithm process as GGA and regarding the growth strategy as the variable, EX1 presents the performance of adding HLSA growth, random growth (non-directed growth) and no growth respectively as shown in Table 4. Except for random multi-weights, other strategies for dimensionality reduction include Enumeration Weights (EW), Random Dimensions (RD), Round-Robin Dimensions (RRD), Taboo Round-robin Dimensions (TRD) and Random dimensionality and Weights Strategies (RWS) as shown in Table 4. For example, Random Dimensions (RD) means randomly choosing one dimension to generate the single-dimensional optimization problem of each individual in each generation and using HLSA to solve the problem of the chosen dimension. Other compared strategies for dimensionality reduction are similar to RD and RW. EX2 fixes the algorithm process as GGA-HLSA and regards the dimensionality reduction strategy as the variable. To validate the applicability of our proposed algorithms in realistic, EX3 is a group of trace-driven experiments based on AzureTraceforPacking2020 [17]. EX4 presents some indicators over time to validate the superiority of our proposed algorithms of GHW family compared with the state-of-the-art.

With the exception of EX3, which is performed on the trace-based dataset, other groups of experiments are executed on the random simulation dataset, which is conducive to generating adequate data for comprehensive verification. The descriptions and operations of the datasets used in experiments are as follows.

(1) Random Simulation Dataset: is generated randomly by a Python-based simulation environment. In the simulation environment, we set up the server nodes to be heterogeneous and the parameters of VMs obey a uniform distribution.
(2) AzureTraceforPacking2020 [17]: represents part of the workload on Microsoft’s Azure Compute. AzureTraceforPacking2020 provides the required CPU, RAM, SSD (Solid-State
Drive) and NIC (Network Bandwidth) allocation for 487 types of VMs on 35 types of machines. Since AzureTraceForPacking2020 provides the utilization of MDRs by VMs on heterogeneous machines, it is very suitable to verify the performance of the proposed methods. If a certain dimension of a VM occupies too much utilization on all types of machines, it will directly cause this VM to occupy one machine alone, which has no impact on the optimization of other VMs and machines. Thus we choose to ignore some types of VMs with large utilization. In the experiments of this paper, we screen out some types of VMs with a minimum resource utilization of CPU, RAM and SSD greater than 0.3 on all types of machines, and finally retain 338 types of VMs, which means \( \min_{\mu_{ik}} u_{ijk} \leq 30\% \) for \( i, k \). Then, we randomly select the given numbers of VMs and machines from the 338 types of VMs and 35 types of machines.

EX1 to EX4 are executed for two problems, i.e. \( \min \omega^{(2)} \) (minimizing the maximum utilization rate of resources for each dimension under all nodes) and \( \min \omega^{(4)} \) (minimizing energy consumption for total cloud system), while EX4 is performed only for the \( \min \omega^{(4)} \) problem. For the sake of presenting the Pareto solution in the same figure simultaneously, we choose three dimensions of resources, that is CPU, RAM and DS, to execute the experiments. Since the results from various setups of clouds allowed us to draw the same conclusions, we only present results for parts of them corresponding to specific scenarios. The experimental setup is shown in Table 5.

We use the Mxnet framework to enable the program to run in GPU. Then, the experiments are launched on a GPU desktop computer with configurations as:
- CPU: Intel(R) Core(TM) i5-8400 CPU @ 2.8 GHZ;
- SSD: KINGSTON SA400S37 240 GB;
- GPU: NVIDIA GeForce GTX 1060 6 GB;
- Program version: Python 3.6 + mxnet-cu90 1.5.0.

### 5.2. EX1: Comparison of the growth strategies for GGA

EX1 is carried out to evaluate the performance of different growth strategies in the genetic algorithm including non-growth, random growth and HLSA growth shown as Table 4. In EX1, we set \( N_g = 100 \), \( N_p = 50 \), mutation rate is 0.2, \( C_{\text{step}} = 10 \) as well as the individual selector and regeneration mechanism of Fig. 5 are conducted with random screening with equal probability rather than using survival of the fittest.

#### 5.2.1. Minimizing the maximum utilization of resources

For the problem of \( \min \omega^{(2)} \) (i.e., minimizing the maximum utilization rate of resources for each dimension under all nodes), we present the experiment results under the scenarios with 8 nodes and 80 VMs. And the utilization of VMs obeys the uniform distribution:

\[
 u_{ijk} \sim U(0, 12) \%
\]  

where \( U(0, 12) \) means the uniform distribution in \([0, 12]\) generated by calling the function of mxnet as mxnet.nd.random.randn\([\text{low} = 0, \text{high} = 121\], \text{shape} = (n, d, m)/1000.

For sake of observation, Fig. 7 plots the Pareto solutions of two-dimensional resources (the boundary of projection on each coordinate plane of 3D Pareto solution) for 8 server nodes with 80 VMs.

In Fig. 7, the Pareto set of HLSA growth strategy outperforms random growth and non-growth. That means for each solution of non-growth and random growth strategies, there is still at least one solution of HLSA growth strategy dominating it. The comparison between random-growth and non-growth illustrates that the GGA can optimize the result of the non-growth genetic algorithm although only using randomization as the growth route. The comparison between HLSA-growth and random growth illustrates that directional growth (i.e., using the HLSA as the growth route of the GA) can obtain better Pareto solutions than that of the random-growth route. Further, the HLSA-growth can eliminate the instability of the random growth strategy.

#### 5.2.2. Minimizing energy consumption

Next, we carry out the experiments in the scenarios of \( \min \omega^{(4)} \) (i.e., minimizing energy consumption for the total cloud system) with 16 and 20 server nodes respectively and set the numbers of VMs from 20 to 200 where the capacities requested of each VMs are \( C_{jk} \sim U(75, 150) \). In the simulated experiments, we randomly generate the coefficients of Eq. (11) as integers according to uniform distribution that:

\[
\begin{align*}
 a_{jk} &\sim U(1, 10), \\
b_{jk} &\sim U(0, 100), \\
c_{jk} &\sim U(100, 200),
d_{jk} &\sim U(500, 1000).
\end{align*}
\]  

Then, we plot the results of each growth strategy in Fig. 8.

\[ \text{Fig. 8(a) plots that for 20 server nodes of the 100th generations. From Fig. 8, the HLSA-Growth strategy achieves the lowest energy consumptions compared with random-growth and non-growth for all the sets of \((n, m)\). In addition, random-growth achieves lower energy consumption than non-growth. The sorting of the performance of these three strategies in Fig. 8(b) demonstrates GGA outperforms non-growable one and the directional growth outperforms the random growth. For all experimental combinations, HLSA reduces energy consumption on average by 95.21% and 333.7% than random-growth and non-growth respectively.} \]

Overall, EX1 verifies that adding a growth stage in the process of the genetic algorithm solving MDRSPs can significantly improve solutions. This may be because GGA actually applies a multi-route, which usually has better local optimal solutions than the single-route search.

### 5.3. EX2: Comparison of dimensionality reduction strategies for GGA-HLSA

To evaluate the performance of different dimensionality reduction strategies, we carry out experiments respectively using:
Fig. 7. 2D Pareto solution of minimizing the maximum utilization of each dimensional resources under non-growth, random growth and HLSA growth strategies of GGA with random crossover and regeneration for 8 server nodes and 80 VMs.

Fig. 8. Energy consumption under non-growth, random growth and HLSA growth strategies of GGA with random crossover and regeneration.

RW, EW, RD, RRD, TRD and RWS as shown in Table 4. Same as $E_X$, we set $N_g = 100$, $N_p = 50$, mutation rate is 0.2, $G_{step} = 10$, as well as the individual selector and regeneration mechanism, are also conducted with random screening with equal probability.

5.3.1. Minimizing the maximum utilization of resources

For the problem of $\min \omega(2)$, we only plot the experiment results under the scenarios with 20 server nodes and 200 VMs, as similar conclusions can also be obtained under other combinations of $(n, m)$. The parameters of VMs also obey Eq. (22). After 100 generations, the Pareto solution sets of each dimensionality reduction strategy are plotted in Fig. 9. In each subfigure of Fig. 9, the Pareto solutions of RWS, EW and RW are obviously better than that of RD, RRD and TRD, which shows that the strategy only by switching a single-dimension is far from finding a better solution hence weighted solutions are necessary. For RWS, EW and RW with relatively close Pareto solutions, the solutions of EW and RW are better than that of RWS, which demonstrates RWS has more uncertainty resulting worse solution set. The Pareto boundaries of EW and RW almost coincide, which demonstrates that RW is sufficient to search the Pareto solutions set. The computational complexities of EW are too large because each generation in the genetic algorithm needs to enumerate as many weights as possible. However, the Pareto solutions corresponding to different weights may be the same, so EW costs extra computation, but may miss some solutions as it cannot really enumerate all weights.

To more quantitatively evaluate the performance of EW and RW, we combine the three-dimensional Pareto solution sets of EW and RW for 20 server nodes and 200 VMs into a new Pareto solution set to calculate the proportion of EW and RW in the new solution set. The new Pareto solutions set has 621 solutions in total where 474 solutions originate from EW and 149 solutions from RW. That means RW solutions account for 76.08% and EW for 23.92% in the combined Pareto solutions set. These results illustrate that the RW strategy has a higher probability of obtaining a better Pareto solution set than EW. It means the usage of RW can only reduce the computational complexity but also improve the Pareto solution set.

5.3.2. Minimizing energy consumption

To further verify the performance of different dimensionality reduction strategies, we carry out the experiments in the scenarios of minimizing energy consumption ($\min \omega(4)$) with 16 and 20 server nodes respectively. We set the numbers of VMs from 20 to 200 where the capacities requested of each VM are $C_{ijk} \sim U(75, 150)$. Then, the minimum energy consumptions of each dimensionality reduction strategy are plotted in Fig. 10.

In Fig. 10, EW, RW and RWS obtain far lower energy consumptions than RD, RRD and TRD, which shows the strategies on weights are still better than that on a single resource dimension in the MDRSP of minimizing energy consumption. RW achieves the best performance among all the strategies, followed by EW and RWS. Although EW has better Pareto solutions than RWS in $\min \omega(2)$, EW has larger energy consumption than RWS in $\min \omega(4)$. This is because the objective of $\min \omega(4)$ has nonlinear terms as Eq. (11), which makes balancing the utilization of dimensional resources not equal to the minimum energy consumption. This phenomenon shows again EW cannot really enumerate all weight combinations. Overall, RW reduces the energy consumption on average by 29.63%, 35.30%, 122.8%, 129.3%, and 129.2% respectively than RWS, EW, RD, RRD and TRD.

The results of $E_X$ can conclude that using random weight in GGA-HLSA can gain better solutions than other dimensionality reduction strategies through the same generations for MDRSPs.

Firstly, when using dimension reduction strategies based on resource dimensions, including random dimensions, round-robin dimensions, and taboo round-robin dimensions, GGA-HLSA evolves each individual in only one dimension at a time. In fact, RD, RRD and TRD are unable to balance the utilization rates of resources in multiple dimensions. Thus, they cannot obtain
good solutions with the same optimization level as RW when multiple dimensions all have a certain weight proportion. Consequently, in Fig. 9, the Pareto solutions of RD, RRD, and TRD in the middle are far worse than that of RW. The same reason works in the experiments of Fig. 10. That is, the optimization of resources in a single-dimension often cannot reduce the total energy consumption of the cloud system.

Then, RW, EW and RWS in GGA-HLSA can obtain a close solution set, but that of EW and RWS are worse than RW. This may be because: in RWS, poor strategies have shared the running time; and in EW, some close weights actually get repeated solutions. Both RWS and EW make GGA-HLSA not fully utilized to obtain more information in the process of searching for solution space. Similarly, they failed to obtain the solution with lower energy consumption than RW.

5.4. EX3: Evaluation of practicability on azure trace

To further evaluate the practicality and the convergence of our proposed GHW in solving MDRSP, we carry out a group of trace-driven experiments EX3 based on AzureTraceForPack- ing2020 [17]. As mentioned above, we select 338 types of VMs with \( \min_{i,k} \frac{w_{i,k}}{\sum_{i,k} w_{i,k}} \leq 30\% \) for \( \forall i, k \), and renumber these types of VMs. Then we can draw a heat-map of the CPU utilization required by our selected 338 types of VMs on 35 types of machines as shown...
in Fig. 11. The heat maps of their RAM and SSD are similar to that of the CPU.

In $EX_4$, we set each generation to have 20 individuals to observe the pipeline of Pareto solutions in $\min \omega^2$ and that of energy consumptions in $\min \omega^4$ within 60 generations. We also set the mutation rate is 0.2, $G_{step} = 10$, as well as the individual selector strategies and regeneration mechanism of Fig. 5 are based on NSGA II. We conducted extensive experiments under different numbers of VMs and machines. Since each experiment can lead to the same qualitative conclusion, we only present the results under two sets of parameters (400 machines, 1000 VMs) and (700 machines, 2000 VMs).

Using GGA-HLSA-RD-NSGA II (GHD-NSGA II), GGA-HLSA-RWS-NSGA II (GHW-NSGA II) and NSGA II as baselines, the pipeline of Pareto solution sets of $\min \omega^2$ on the plane of (CPU, RAM) are plotted in Fig. 12. Fig. 12(a) is for 1000 VMs and 400 machines, as well as Fig. 12(b) for 2000 VMs and 700 machines. Because most types of VMs in AzureTraceForPacking2020 cannot be allocated on many types of machines, the Pareto solution set of $\min \omega^4$ and (700 machines, 2000 VMs).

To further evaluate the advantages of our proposed algorithms, we execute a group of experiments $EX_4$ to compare the proposed GHW family with the state-of-the-art in terms of convergence and optimality. The state-of-the-art participating in comparison are NSGA II and MOEA/D which are two well-performed and frequent baselines in MOPs. For the algorithms of the GHW family, we verify three algorithms including GHW-RCE (GGA-HLSA-RW with Random Crossover and regeneration mechanism), GHW-NSGA II and GHW-MOEA/D.

The previous subsections have fully verified the practicability of our proposed algorithms in both the simulation dataset and public trace-driven dataset for both the problems of $\min \omega^2$ and $\min \omega^4$. Therefore, we only evaluate their performance in the simulation dataset for the problem of $\min \omega^2$ (minimizing the maximum utilization rate of resources for each dimension under all nodes) in $EX_4$, which does not lose generality.

In addition, we select different parameters from those in the $EX_1$, $EX_2$ and $EX_3$ to increase the diversity of experimental results. The distribution of the utilization is:

\[
U_{ijk} \sim U(5, 12)\% ,
\]

generated by mnmnet.nd.random.randint(low = 50, high = 121, shape = (n, d, m)/1000.

For the sake of quantitative analysis of convergence, we apply HVs-over-time [57, 58] as the evaluation indicator. Considering to observe the HyperVolume (HV) of each algorithm into the range [0, 1], the experiments call the function pymoo.indicators.hv.

Hypervolume [73] with the following settings:

(1) ref_points = (1, 1, 1),
(2) norm_ref_point = False,
(3) zero_to_one = True,
(4) ideal = (min(U1, min(U2, min(U3)),
(5) nadir = (max(U1, max(U2, max(U3)),

According to the calculation time of each algorithm, we convert the generation number into the corresponding running time to obtain the HVs-over-time of each algorithm.

We present four groups of experiments respectively as (n = 100, m = 40), (n = 200, m = 40), (n = 500, m = 100) and (n = 1000, m = 100), which are sufficient to illustrate the convergence of the algorithms. Since GHW adds a growth stage
Fig. 13. Pipeline of Energy Consumption within 10 Generations for min_{ok} of Azure Trace.

Fig. 14. HVs-over-time of proposed GHW family, NSGA II and MOEA/D for the problem min_{ok} in simulation dataset.

Comparing GHW-RCE with NSGA II and MOEA/D in Figs. 14(a) and 14(b), GHW-RCE reaches higher HVs than NSGA II and MOEA/D in each same time point. Concretely in Fig. 14(a), the HV of GHW-RCE at the 20th generation (corresponding to 311.41 s) is 0.079. Correspondingly, NSGA II and MOEA/D at the 90th generation obtain lower HVs both as 0.056. In Figs. 14(c) and 14(d) with larger scale of VMs and server nodes, NSGA II and MOEA/D obtain higher HVs than GHW-RCE. Changes in comparison results from Figs. 14(a) to 14(d) show that the performance of GHW-RCE degrades faster than that of NSGA II and MOEA/D with the increasing number of VMs and nodes. This is because random crossover and population regeneration counterproductively make GHW-RCE fail to inherit the excellent solutions found before. In fact, GHW plays the role of optimizing solutions, as well as random crossover and regeneration play the role of degrading solutions. Even so, GHW-RCE still maintains advantages to a certain extent in Fig. 14(a) and Fig. 14(b), which reversely demonstrates the powerful advantages of GHW.

Comparing GHW-NSGA II and GHW-MOEA/D with NSGA II and MOEA/D in Fig. 14, the results obviously and solidly demonstrate the superiorities of GHW family. In Fig. 14, the HVs of GHW-NSGA II and GHW-MOEA/D are far higher than that of compared algorithms. Concretely in Fig. 14(a), GHW-NSGA II and GHW-MOEA/D only take 48.20 s and 67.16 s to obtain the HVs as 0.070 and 0.099 respectively, which are higher than that of NSGA II and MOEA/D got in 320 s. This illustrates GHW-NSGA II and GHW-MOEA/D have much faster convergence rates. At 11th generation, GHW-NSGA II (at 176.73 s) and GHW-MOEA/D (at 184.67 s)
In order to further illustrate the performance of our proposed algorithms in the theoretical optimal solution, we carry out several groups of experiments in small scales. We use an enumerative algorithm (marked as EnA) to obtain the theoretical optimal Pareto solutions further to obtain theoretical optimal HVs as reference. Considering multi groups of experiments have similar conclusion, we only present two groups of experiments respectively under (n, m) = (10, 3) and (n, m) = (10, 4). Then, the HVs-over-time are shown in Fig. 17. In the experiments of Fig. 17, we set Np = 100 for GHW-RCE, GHW-NSGA II and GHW-MOEAD. As well as set Np = 500 for NSGA II and MOEA/D. The Np of all algorithms is 20 and the mutation rate is 0.2. In Fig. 17, GHW-NSGA II and GHW-MOEAD are the two fastest algorithms to approach or even reach the theoretical optimal HV followed by GHW-RCE, while the state-of-the-art NSGA II and MOEA/D do not reach the theoretical optimum in Fig. 17. This shows that our proposed GHW family of algorithms is more likely to find solutions to the NP-hard problem exponentially with the increase of scale. This is because the search space of the solution set of the NP-hard problem increases exponentially with the increase of scale, so that the optimality of the algorithms’ solution set will decline in the exponential increase of search time. To measure the decline amplitude of different algorithms, Fig. 15(b) computes the ratio of absolute HVs between compared algorithms and GHW-NSGA II under each combination of (n, m). In Fig. 15(b), the ratios are decreasing with the increase of VMs, which means the optimality of compared algorithms decreases more than that of GHW-NSGA II. This may be because the searchability of NSGA II and MOEA/D cannot keep up with the exponential increase of solution space with the increase of VMs and nodes.

Additionally, Fig. 16 plots the results with a larger time range of Fig. 14(c) and Fig. 14(d). From Fig. 16, increasing the time range cannot make the HVs of NSGA II and MOEA/D reach the level of GHW-NSGA II and GHW-MOEAD. This demonstrates our proposed GHW-NSGA II and GHW-MOEAD have advantages not only in convergence rate but also in optimality.

Table 6
The HVs and corresponding time compared the algorithms of GHW family with state-of-the-art.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Final HV</th>
<th>Gen.</th>
<th>Time</th>
<th>HV</th>
<th>ε₁</th>
<th>ε₂</th>
<th>When one achieves HV ≥ 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gen.</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>90</td>
<td>335.3</td>
<td>0.056</td>
<td>48.2</td>
<td>67.1</td>
<td>50</td>
<td>186.3</td>
</tr>
<tr>
<td>MOEA/D</td>
<td>90</td>
<td>349.4</td>
<td>0.056</td>
<td>48.2</td>
<td>67.1</td>
<td>50</td>
<td>174.7</td>
</tr>
<tr>
<td>GHW-RCE</td>
<td>20</td>
<td>311.4</td>
<td>0.079</td>
<td>64.2</td>
<td>67.1</td>
<td>50</td>
<td>171.2</td>
</tr>
<tr>
<td>GHW-NSGA-II</td>
<td>20</td>
<td>321.3</td>
<td>0.796</td>
<td></td>
<td>–</td>
<td>–</td>
<td>176.7</td>
</tr>
<tr>
<td>GHW-MOEAD</td>
<td>20</td>
<td>335.7</td>
<td>0.837</td>
<td></td>
<td>–</td>
<td>–</td>
<td>184.6</td>
</tr>
</tbody>
</table>

Note: ε₁ (s) and ε₂ (s) respectively express the time when GHW-NSGA II and GHW-MOEAD achieve corresponding HV.

In fact, the advantages of our algorithm are expanding with the increase of the scale of (n, m). To verify it, we compute the absolute HV of the three scales of VMs and nodes (200, 40), (500, 100), (1000, 200) by setting zero_to_one=True when calculating the HV, thus raising the value of the comparison algorithm. This also leads to the narrowing of the gap between our algorithm and the comparison algorithm. Different settings when computing HV will cause different numerical trends, but their qualitative results will not change. Thus, the results of Table 6 can at least intuitively prove our proposed algorithms are significantly better than compared algorithms.

In the increase of the scale of (n, m). To verify it, we compute the absolute HV of the three scales of VMs and nodes (200, 40), (500, 100), (1000, 200) by setting zero_to_one=True when calculating the HV, thus raising the value of the comparison algorithm. This also leads to the narrowing of the gap between our algorithm and the comparison algorithm. Different settings when computing HV will cause different numerical trends, but their qualitative results will not change. Thus, the results of Table 6 can at least intuitively prove our proposed algorithms are significantly better than compared algorithms.

In order to further illustrate the performance of our proposed algorithms in the theoretical optimal solution, we carry out several groups of experiments in small scales. We use an enumerative algorithm (marked as EnA) to obtain the theoretical optimal Pareto solutions further to obtain theoretical optimal HVs as reference. Considering multi groups of experiments have similar conclusion, we only present two groups of experiments respectively under (n, m) = (10, 3) and (n, m) = (10, 4). Then, the HVs-over-time are shown in Fig. 17. In the experiments of Fig. 17, we set Np = 100 for GHW-RCE, GHW-NSGA II and GHW-MOEAD, as well as set Np = 500 for NSGA II and MOEA/D. The Np of all the algorithms is 20 and the mutation rate is 0.2. In Fig. 17, GHW-NSGA II and GHW-MOEAD are the two fastest algorithms to approach or even reach the theoretical optimal HV followed by GHW-RCE, while the state-of-the-art NSGA II and MOEA/D do not reach the theoretical optimum in Fig. 17. This shows that our proposed GHW family of algorithms is more likely to find...
the theoretical optimal solution in the small-scale dataset than compared algorithms.

To further comprehensively validate this conclusion, we conduct 100 instances under each combination of parameters \((n, m) = (10, 3)\) and \((n, m) = (10, 4)\) respectively, record the proportion of each algorithm finding the theoretical optimal solution at the corresponding time, and compute the average proportion corresponding to each time as the Average Probability-over-time of each algorithm Finding the Theoretical Optimal Pareto Solutions (denoted as APFTOPS). Then, we plot the results in Fig. 18.

In Fig. 18, the curves of GHW-NSGA II and GHW-MOEA/D are higher than that of the compared algorithms. Concretely, in Fig. 18(a), the APFTOPS of GHW-RCE (0.754), GHW-NSGA II (0.866) and GHW-MOEA/D (0.802) reach more than 0.75 at about 80 s (20th generation), while that of NSGA II (0.711) and MOEA/D (0.623) are less than 0.72; in Fig. 18(b), that of GHW-RCE (0.701), GHW-NSGA II (0.765) and GHW-MOEA/D (0.671) reach more than 0.65 at about 100 s (20th generation), while that of NSGA II (0.446) and MOEA/D (0.310) are less than 0.45. The statistical significance of Fig. 18 shows that our proposed algorithms have higher probabilities to find the theoretical Pareto solutions,
which means our proposed algorithms have better optimality than compared algorithms in solving the problem \( \min \omega^2 \).

These results in \( EX_4 \) prove that the advantages of GHW are comprehensive in the aspects of faster convergence rate and better optimality. This is consistent with the analysis in Section 4.5 that the combination of two search routes (i.e., HLSA route and genetic route) has more diverse information and can make full use of effective information to find better optimization solutions.

5.6. Summary of experiments

Through the multiple groups of experiments from various sights in this section, we can observe that GHW, as a novel family of genetic algorithms, has significant advantages in addressing the MDRSP that is usually NP-hard problem. Among these experiments:

- \( EX_1 \) evaluates the effect of different growth routes on GGA. It demonstrates adding a growth stage can significantly improve the performance of the genetic algorithm in solving MDRSPs. It also demonstrates a directional growth route using HLSA has better solutions than compared random growth and non-growth. The order of algorithms by performance is: GGA-HLSA > GGA-RandomGrowth > GA (GGA-Non Growth), where GGA-HLSA > GGA-RandomGrowth means GGA-HLSA outperforms GGA-RandomGrowth;

- \( EX_2 \) evaluates the effect of different dimensionality reduction strategies on GGA-HLSA. It demonstrates using RW (Random Weight) in GGA-HLSA can obtain more comprehensively better solutions than compared dimensionality reduction strategies including EW (Enumeration Weights), RD (Random Dimensions), RD (Round-Robin Dimensions), TRD (Taboo Round-Robin Dimensions) and RWS (Random dimensionality and Weights Strategies). The order by performance is: GGA-HLSA-RW > (GGA-HLSA-EW, GGA-HLSA-RWS) > (GGA-HLSA-RRD, GGA-HLSA-RWD). (GGA-HLSA-EW, GGA-HLSA-RWS) means GGA-HLSA-EW and GGA-HLSA-RWS have performance with approximate level, or GGA-HLSA-EW is not obviously superior to GGA-HLSA-RWS;

- Based on the previous experimental conclusions, \( EX_3 \) validates the feasibility of the algorithm we proposed to solve the MDRSP in realistic cloud computing. In addition, it demonstrates that combining the strategies of NSGA II with GHW can obtain better solutions than compared algorithms. The order by performance is: GHW-NSGA II > (GHD-NSGA II, GHWS-NSGA II) > NSGA II;

- Finally, \( EX_4 \) compares the GHW family (GHW-NSGA II and GHW-MOEA/D) with the state-of-the-art NSGA II and MOEA/D by observing the HVs-over-time in some large-scale dataset and observing the average probability to find theoretical optimal Pareto solutions over time in some small scale dataset. \( EX_4 \) demonstrates that the GHW family algorithms we propose have a faster convergence rate and better optimality than NSGA II and MOEA/D, that is (GHW-NSGA II, GHW-MOEA/D) > (NSGA II, MOEA/D). The results of \( EX_4 \) show that the algorithms we propose provide a comprehensive and significant improvement compared to the reference algorithms.

6. Conclusion and future work

The Multi-Dimensional Resources Scheduling Problem (MDRSP) in cloud computing, a multi-objective optimization problem, is challenging because the resources of each dimension are usually heterogeneous and coupled. The solution of MDRSP requires simultaneous consideration of multi types of resources, which makes MDRSP far more complex than the single-dimensional resource scheduling problem.

In this paper, we focus on the allocation of VMs in heterogeneous multi-dimensional resources of cloud computing and formulate several MDRSPs including minimizing the maximum utilization rate of each dimension of resources and minimizing the energy consumption of the total system. To solve these MDRSPs, we firstly use the concept of stages in genetic algorithm to divide its processes into four stages namely initialization stage, infancy stage, mature stage and genetic stage; secondly add a growth stage to the genetic algorithm and propose GGA-HLSA-RW (GHW, i.e., Growable genetic algorithm using the Heuristic-based local search algorithm with random Weights as growth route). To concretize HLSA, we proposed a modified LSPT algorithm, which can improve the solutions of MSOPs in heterogeneous nodes. GHW, a hybrid algorithm combining meta-heuristic, heuristic and local search, has strong adaptability and optimality for various MDRSPs. The proposal of the GHW family allows the flexible combinations of various algorithms. To further improve the performance of GHW family of algorithms, we finally propose GHW-NSGA II and GHW-MOEA/D applying the sorting strategies and regeneration mechanism of NSGA II and MOEA/D into GHW.

To validate the performance of the GHW family, we carried out extensive experiments on the simulation dataset and AzureTraceforPacking2020-driven dataset. The experiments not only validate the growth strategy and dimensionality reduction strategy of GHW outperforming baselines, but also validate the...
feasibility and superiority of GHW in realistic cloud computing. Compared with state-of-the-art NSGA-II and MOEA/D in experiments, GHW-NSGA-II and GHW-MOEA/D have better convergence rate and optimality, which shows the comprehensive advantages of the GHW family of algorithms.

The other significance of the GHW family is that it shows the great potential of taking a growth stage to G and demonstrates that combining with multi-search routes may be able to improve convergence and optimality.

On this basis, it is a worthwhile direction to explore the architecture and theory of more stable genetic algorithms or other multi-search route algorithms. The processing speed and energy consumption of electronic components are always affected by many factors, such as network congestion, temperature, continuous working time et al. We in the future plan to explore the variants of GHW and apply them to address MDRSPs in more complex scenarios considering the capacities of resources and conversion formula of energy consumption are time-varying in dynamic systems. In addition, accelerating GHW through distributed computing is also an important topic affecting the development of GHW in the big data era.
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