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 A B S T R A C T

Deep neural networks (DNNs) are increasingly deployed in distributed edge computing environments to meet 
the computer vision detection tasks in various industrial production. However, DNN model training and 
inference at the edge sides often suffer from the situations such as limited computing resources, restricted 
bandwidth and heterogeneous device communication. The existing methods do not effectively solve the 
problems of imbalanced task scheduling and idle waiting time in heterogeneous edge devices. Toward this 
end, this paper proposes a DQN-GRU guided distributed DNN pipeline training and adjacent scheduling 
(DGPAS) model to significantly improve the training efficiency of DNNs for resource-constrained devices in 
heterogeneous edge networks. Combining deep reinforcement learning and temporal feature modeling, and 
based on the synchronous pipeline parallel mechanism, the model framework is divided into the preparation 
stage and execution phase for DNN model partitioning and device scheduling, respectively. In addition, an 
adaptive adjacent scheduling strategy during the execution phase is designed to effectively alleviate the bubble 
effect (i.e., the idle waiting time between edge devices), which is caused by data dependency from the DNN 
collaborative training between devices. Thereby, the DNN training time and the idle waiting time of devices are 
all improved in complex dynamic environments. Experimental results show that compared with the baseline 
and existing relevant methods, DGPAS reduces the average training time by 36.5% by integrating GRU with 
DQN under five types of mainstream DNN models. After adopting adaptive adjacent scheduling, the bubble 
rate is decreased by an average of 36.96% under the same DNN models and different number of mini-batches, 
significantly improving the training efficiency and robustness of the edge DNN model.
1. Introduction

In the field of industrial product component detection, deep neural 
networks (DNNs) have been widely adpoted [1–3], especially in com-
puter vision [4,5] tasks such as quality control [6], defect recognition 
in optical thin films [7], mobile screens [8] and semiconductor manu-
facturing processes [9]. Most of traditional optics and visual detection 
methods employ the machine vision detection technology. Its principle 
involves using high-resolution cameras to capture images, and adopting 
algorithms to identify defects such as scratches and pits. However, the 
traditional algorithms require repeated parameter adjustments (such 
as light threshold values), resulting in high false detection rates un-
der complex background interference. Moreover, customized detection 
solutions are needed for different industries. The emergence of DNNs 
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has challenged traditional detection methods by dynamically analyzing 
complex component images, and achieving a more convenient and 
automated detection process. In terms of the execution environment for 
the detection, as the sources of industrial site data become more diverse 
and the scale of edge applications expands, traditional cloud computing 
has some limitations in the transmission of remote model data due 
to bandwidth bottlenecks and high latency, whereas edge computing 
with deep learning models deployed on edge devices near terminal 
data sources rises gradually [10]. However, general model training 
methods in edge sides have encountered some problems in terms of 
resource utilization and hardware performance which include limited 
computing power, insufficient storage space, restricted bandwidth and 
obvious heterogeneity. These always constrain edge devices, which 
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make DNN model training on a single device inefficient or even difficult 
to execute [11]. In response to the resource efficiency differences 
caused by device heterogeneity, Humas et al. [12] propose the stan-
dardization mechanism of heterogeneous sensing resources. Dynamic 
performance quantification is utilized to alleviate the fluctuations in 
resource utilization, but there are still deficiencies in highly dynamic 
scenarios.

In terms of the theoretical basis of system optimization, the re-
search on distributed and collaborative intelligent task allocation has 
been continuously advanced. For instance, Shi et al. [13] present 
multi-agent high-order interaction modeling based on hypergraphs, 
providing support for resource allocation and task scheduling in com-
plex heterogeneous environments. The related methods also include the 
multi-objective evolutionary scheduling method in [14], the distributed 
traffic routing method in [15] and the edge multi-objective prediction 
in [16]. In addition, Duan et al. [17] propose an initialization-free dis-
tributed optimization algorithm for dynamic scheduling of microgrids, 
which demonstrates the effectiveness of distributed resource alloca-
tion in complex network environments, and provides a new idea for 
the optimization of multi-objective tasks in edge environments. These 
achievements have laid a theoretical foundation for the subsequent in-
telligent resource scheduling and efficient collaborative training in het-
erogeneous edge environments. Although the aforementioned theories 
and methods provide strong support, deploying deep neural network 
training on large-scale edge devices still faces many challenges.

To address this challenge, many researchers have begun exploring 
distributed deep learning training frameworks [18,19] in heteroge-
neous edge networks, by partitioning DNN models and datasets to train 
models [20,21] in parallel on numerous edge devices near the data 
source location. At the same time, Besta and Hoefler [22] conduct 
a systematic analysis of the concurrent execution modes of complex 
models such as graph neural networks in parallel and distributed 
computing environments, which summarizes the characteristics and 
performance bottlenecks of different parallel paradigms, and provides a 
reference for the efficient distributed scheduling of subsequent complex 
neural networks. Efficient distributed training strategies [23–27] play 
a crucial role in dealing with large model training. Among them, 
the pipeline parallelism has become an effective method for training 
models due to its low communication bandwidth requirements and 
excellent scalability. Seq1F1B [28] effectively reduces idle waiting time 
during the training process by optimizing pipeline scheduling, further 
improves the utilization rate of the pipeline. AutoPipe [29] proposes 
a pipeline parallel automatic configuration method based on reinforce-
ment learning in a shared GPU cluster, which significantly enhances the 
training adaptability and efficiency under different task and resource 
states. Asteroid [21] further presents a hybrid pipeline parallelism and 
fault-tolerant mechanism for heterogeneous edge devices, achieving 
efficient collaboration and dynamic optimization of resources. The 
model partitioning and scheduling scheme on the basis of synchronous 
pipeline proposed by Huang et al. [30] effectively reduces the time for 
DNN synchronous training in heterogeneous IoT environments.

However, the aforementioned relatively fixed task scheduling strat-
egy fails to fully solve the problem of imbalanced task allocation 
caused by performance differences between heterogeneous devices, 
and is further affected by the phenomenon ‘‘bubbles’’ [31] in pipeline 
parallel processing, which refers to the idle waiting time generated by 
certain devices waiting for data to arrive or waiting for other devices 
to complete calculations. The idle waiting time between these devices 
significantly reduces the performance of distributed DNN training and 
inference tasks deployed on these edge devices with strictly limited 
storage and execution time.

Aiming at the above issues, this paper puts forward a DQN-GRU 
guided distributed DNN pipeline training and adjacent scheduling (DG-
PAS) model, which is based on the synchronous pipeline parallelism 
algorithm, to solve the distributed training problem in heterogeneous 
edge networks. In this place, DQN denotes Deep Q-network, and GRU 
2 
refers to Gated Recurrent Unit. By allocating and scheduling deep 
neural network computing tasks on the edge side, DGPAS can efficiently 
achieve real-time running results for the defect detection scenario on 
the manufacturing production line, and reduce the delay and band-
width pressure caused by data transmission between the edge and 
the cloud sides. In the complex environment of heterogeneous equip-
ments, this method can ensure the stability of the detection process. 
Specifically, this model is mainly divided into two stages. In the prepa-
ration stage, we design two network models, Stage Division Network 
(SDQN) and Device Scheduling Network (GRDQN). The SDQN network 
partitions the DNN model into different stages by means of layering, 
and then the GRDQN network matches the divided stages with the 
edge devices. The optimal partitioning and scheduling strategies are 
decided through the above two types of networks. During the execution 
phase, we devise an adaptive adjacent scheduling strategy, which can 
dynamically adjust task allocation based on the resource status and 
computing power of adjacent heterogeneous devices. This approach ef-
fectively alleviates the ‘‘bubble’’ problem caused by device performance 
differences, ensuring that the bubble rate can be significantly reduced, 
thus maintains a stable training efficiency.

The main contributions of this paper are as follows:

• DGPAS, a system model for efficient distributed DNN training in 
heterogeneous edge computing environments, is proposed, which 
includes the two network models: SDQN and GRDQN in the 
preparation stage, and the adaptive adjacent scheduling strategy 
in the execution phase.

• Combining DQN with GRU network to optimize the decision-
making process of the two network models, SDQN and GRDQN, so 
as to obtain the optimal strategy in the model stage division and 
device scheduling, thereby the training efficiency of the models 
is effectively improved.

• A new adaptive adjacent scheduling strategy has been designed 
to dynamically adjust task allocation (i.e., adjust the computing 
loads between edge devices through time synchronization and 
load balancing optimization) based on the resource status and 
computing power of abutting devices, in order to solve the ‘‘data 
dependent bubble’’ problem caused by device performance dif-
ferences, ensuring stable and efficient training efficiency even in 
complex dynamic environments.

• In the preparation stage and scheduling phase of the DGPAS 
scheme, regarding the training time, our designed network was 
compared with four baselines and current research methods on 
five typical models. In the execution phase, the decrease ratio of 
‘‘bubble rate’’ and the training time before and after the adaptive 
adjacent scheduling strategy were analyzed. The effectiveness 
of the DGPAS system model has been demonstrated through a 
series of experiments on the DNN average training time and the 
decrease ratio of ‘‘bubble rate’’.

The rest of this paper is organized as follows. Section 2 reviews 
the research work in the relevant fields. In Section 3, we provide a 
detailed design on the proposed distributed DNN training framework 
(DGPAS) based on pipeline parallelism and DQN algorithms, including 
the proposed SDQN and GRDQN network models. Section 4 elaborates 
on the adaptive collaborative scheduling strategy, with a focus on 
how to reduce bubble effects and improve training efficiency through 
adjacent device collaboration. In Section 5, the effectiveness of the 
proposed framework and strategy is evaluated by using various perfor-
mance indicators. Finally, we summarize the conclusions of this work 
in Section 6.

2. Related work

Deep neural network models have become increasingly complex 
over time, and the amount of training data is constantly climbing. It 
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Fig. 1. The network framework of the proposed DGPAS system model.
has become very difficult to train them using only a single edge device. 
Therefore, relevant researchers hope to develop effective methods to 
improve the training efficiency and high scalability of DNN models in 
distributed environments. In recent years, there has been a lot of re-
search on improving the training efficiency of models on heterogeneous 
edge devices. The distributed training framework based on pipeline 
parallelism especially improves the performance of large-scale model 
training by parallelizing computing tasks. We give the following brief 
reviews on relevant approaches in some existing work.

2.1. Distributed deep learning framework

In traditional distributed deep learning, earlier work mainly fo-
cuses on data parallelism and model parallelism. For example, Mo-
bilenetv2 [5] optimizes the running efficiency of the model on mobile 
devices by designing reverse residuals and linear bottlenecks. PyTorch 
Distributed [32] and other frameworks provide data parallel based 
solutions that allow for training across multiple devices.

However, as the model size grows, a single parallelization approach 
is difficult to meet the training needs on resource-constrained edge 
devices. Therefore, pipeline parallelism has emerged as a new form 
of parallelism, which reduces the idle time of each node through 
pipeline processing. For example, Gpipe [33] reduces the memory 
usage of large models during training by using pipeline segmentation. 
And PipeDream [34] further improves training efficiency through asyn-
chronous pipeline parallelism. In addition, in terms of optimizing the 
resource utilization of models, frameworks such as Megatron-LM [26] 
and DeepSpeed [24] decrease memory usage through model parallelism 
and activation recalculation techniques, enabling larger scale models to 
be trained in limited resource environments.

2.2. Heterogeneous distributed training

The heterogeneity of resources between different devices often cre-
ates bottlenecks in model training, so researchers are conducting re-
search on heterogeneous distributed training methods. HeterPS [35] 
dynamically schedules device resources through reinforcement learning 
strategies for efficient DNN training in heterogeneous edge device 
environments. DAPPLE [36] improves training performance on edge 
devices by combining data parallelism with pipeline parallelism. In 
addition, Pipemare [37] introduces an asynchronous pipeline parallel 
mechanism to address latency and bandwidth issues in heterogeneous 
device environments.
3 
2.3. Heterogeneous edge computing method based on reinforcement learning

In recent years, the emergence of reinforcement learning has pro-
vided new ideas for scheduling and resource allocation optimization 
in distributed systems. For example, scheduling methods based on 
policy gradient algorithms are gradually emerging in heterogeneous 
edge networks [38,39], which learn allocation strategies for different 
tasks between different devices to achieve optimal resource utilization. 
HeterPS [35] adopts reinforcement learning to optimize the scheduling 
process, which can effectively address the challenges in heterogeneous 
edge networks.

The above research still has many shortcomings in the resource 
utilization, device latency, and overall model training efficiency when 
facing complex dynamic distributed environments. Therefore, this pa-
per further introduces the GRU network into the DQN algorithm, then 
combines them to the pipeline parallel DNN training framework, and 
finally proposes an adaptive adjacent scheduling strategy to achieve 
efficient distributed training by obtaining the optimal strategy in the 
early stage and making actual adjustments in the later stage.

3. System model

We design a DGPAS system model that combines reinforcement 
learning and pipeline parallel strategy, which enables efficient training 
of DNN models on heterogeneous edge devices.

3.1. The overall framework of the system model

As shown in Fig.  1, the proposed system model consists of the 
preparation stage and the execution phase, which contain four core 
modules (a) to (d) as follows.

(a) Model partitioning. We utilize the trained SDQN network, and 
rationally divide the model into multiple computing stages based on 
the input DNN model information.

(b) Device scheduling. The heterogeneous computing power, re-
source status of each edge device as well as the division of the model 
are all input into the GRDQN network, finally the optimal computing 
task and device matching strategy are output.

(c) Actual environment deployment. After obtaining the optimal 
strategy, each stage is deployed to the corresponding real environment 
based on this strategy.

(d) Adaptive adjacent scheduling. Aiming at the problem of re-
source waste that occurs during the execution phase, the task allocation 
is adjusted in real time according to the actual execution situation, 
thereby the influence of bubbles is reduced, and the training efficiency 
of the DNN model is improved.

To illustrate the above process more clearly, we draw a simplified 
version of the system flowchart as shown in Fig.  2.
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Fig. 2. A simple flowchart of the DGPAS system.

3.2. DQN based synchronous pipeline parallel DNN training framework

For a given DNN model, the pipeline parallel layered partitioning 
method can be used to split the model into multiple stages and allocate 
them to different edge devices, thereby achieving distributed training 
of the model among these devices. Specifically, this process can be 
modeled as a Markov decision process [40] and effectively solved 
by DQN [41]. Therefore, the stage division and device scheduling 
are simulated as neural networks in the DQN algorithm for learning 
optimization.

3.2.1. Model stage division
Define a DNN model as T, which contains J independent layers. 

We represent the set of all layers in model T  as L, where 𝐿 =
{

𝑙𝑗 ∣ 𝑗 = 1, 2,… , 𝐽
}

. There is the state space 𝑆𝑑𝑖𝑣 in the model stage 
division including all possible states 𝑠𝑡, where t represents the current 
time. Each state can be represented as 𝑠𝑡 = (𝑅,𝑅𝑡𝑜𝑡𝑎𝑙), where 𝑅 =
(

𝑊𝑗 , 𝑃 𝑎𝑟𝑎𝑚𝑠𝑗 ,𝑀𝑗 , 𝐷𝑜𝑢𝑡
𝑗

)

 is the resource usage information, including 
the computation, parameter, memory usage, and data transmission 
volume of the 𝑗th layer. 𝑅𝑡𝑜𝑡𝑎𝑙 denotes the total resource information 
of all layers, defined as 𝑅𝑡𝑜𝑡𝑎𝑙 =

(

𝑊𝑡𝑜𝑡𝑎𝑙 , 𝑃 𝑎𝑟𝑎𝑚𝑠𝑡𝑜𝑡𝑎𝑙 ,𝑀𝑡𝑜𝑡𝑎𝑙 , 𝐷𝑜𝑢𝑡
𝑡𝑜𝑡𝑎𝑙

)

. The 
action space A contains all possible actions 𝑎𝑡 = (𝑠𝑡𝑝, 𝑐𝑜𝑛), where 𝑠𝑡𝑝
represents dividing the model into a new stage after the current layer, 
and 𝑐𝑜𝑛 represents the opposite.

We establish duel neural network - DQN, i.e., current and target 
value networks, all consisting of an input layer, an output layer and 
two hidden layers, with 8, 2, 160, 128, and 64 neurons in respective 
layer. DQN utilizes the Q-learning framework. It models the stage 
division as a sequential decision-making problem. Neural networks 
learn state–action mapping through environmental interaction. This 
makes adaptive learning unnecessary to predefined rules for generating 
the optimal partitioning strategy by maximizing long-term rewards. As 
shown in Fig.  3, the information of each layer 𝑙𝑖 of the DNN model
T  is transmitted to the above current value network, and the Q value 
of the corresponding action is output for each layer. Based on the 
maximum Q value, the corresponding action is selected, and then the 
layers of DNN are divided into different stages. Assuming a total of
s stages can be divided, and the model partitioning set is denoted as 
𝐒 =

{

𝑆
(

𝑗,… , 𝑗′
)

|𝑗 ∈ 𝐽 , 𝑟 = 1, 2,… , 𝑠
}

.
𝑟

4 
3.2.2. Introducing GRU network collaborative device scheduling
In a heterogeneous distributed environment, we use the set 𝑑 =

{

𝑑𝑝|𝑝 = 1, 2,… , 𝑃
} to represent different edge devices. The system state 

space 𝑆𝑠𝑐ℎ in the device scheduling is defined to include all possible 
states, where each state can be denoted as 𝑠𝑡 = (𝐶𝑟𝑒𝑞 , 𝐷𝑢𝑠𝑒). Thereinto, 
𝐶𝑟𝑒𝑞 indicates the computational requirements of the current stage, 
including the computational workload 𝑊𝑟 and memory requirements 
𝑀𝑟 of that stage; 𝐷𝑢𝑠𝑒 denotes the current usage of device resources, in-
cluding memory 𝑀𝑝, bandwidth 𝐵𝑝, computing power 𝐹𝑝 and whether 
the device has been allocated a phase. The action space 𝐴′ is defined 
as all possible actions 𝑎′𝑡 =

{(

𝑆𝑟 → 𝑑1
)

,
(

𝑆𝑟 → 𝑑2
)

,… ,
(

𝑆𝑟 → 𝑑𝑝
)}

, 
indicating that the model partitioning block 𝑆𝑟 of current stage 𝑟 ∈ [1, 𝑠]
is assigned to a specific device 𝑑𝑝, and ensuring that each device has 
only one stage that needs to be calculated.

The GRU (Gated Recurrent Unit) neural network dynamically con-
trols the flow of historical information through the dual gating mech-
anism of update gates and reset gates, and can capture the temporal 
dependence and sequence characteristics in device scheduling deci-
sions. Through its built-in memory unit, it remembers and processes 
the information of the previous moment. Thus, this enable the model 
to fully consider the influence of historical resource allocation and stage 
dependency when making scheduling decisions currently. Compared 
with LSTM [42], GRU achieves comparable performance with fewer 
parameters through a simplified gate structure. Therefore, as depicted 
in Fig.  4, we have designed a GRDQN device scheduling network, which 
specifically adopts the GRU network as a part of the neural network, 
extracts the hidden state ℎ𝑡 using the Eq. (1), and combines it with other 
states at the current time as the input 𝑠′ of DQN, so that the model 
can perform deeper optimization in time, thereby improve the overall 
scheduling effect. 
ℎ𝑡 = 𝐺𝑅𝑈

(

𝑥𝑡, ℎ𝑡−1;𝜙
)

(1)

Where 𝑥𝑡 is the input for the current time step, including device 
resources and stage dependencies, and ℎ𝑡−1 is the hidden state of the 
previous time step.

3.3. Optimize the dual network training framework

3.3.1. Stage division network (SDQN)
A good stage partitioning strategy can effectively improve the train-

ing effectiveness of the model, so optimizing the network training can 
obtain the optimal model parameters 𝛿∗𝑑𝑖𝑣 for the stage partitioning 
network.

(1) Initialization. Initialize the relevant parameters of the stage 
division network, including the experience replay pool 𝑑𝑖𝑣, Q 
network and Qtarget network parameters 𝛿𝑑𝑖𝑣, 𝛿−𝑑𝑖𝑣, etc.

(2) Exploration and utilization. By taking the state 𝑠𝑡 of each time 
step t as the input of the neural network and using the 𝜖-greedy 
strategy to select the action 𝑎𝑡, the model is divided into some 
layers. The action of selecting the probability of 𝜖 is defined as an 
exploration of partitioning; 𝑎𝑡 = max𝑎 𝑄(𝑠𝑡, 𝑎; 𝛿𝑑𝑖𝑣) is the selected 
action with the highest Q value in the current state.

(3) Training and adjustment. Based on the sufficient interaction 
between the action and the environment, the feedback 𝑅𝑡 and 
the next state 𝑠𝑡+1 are obtained during the training process, 
and (𝑠𝑡, 𝑎𝑡, 𝑅𝑡, 𝑠𝑡+1

) is stored in the experience pool. In order to 
better guide the selection of actions during the phase division 
process, we design the immediate reward 𝑅𝑡 at each time step t
to be either the load balancing reward 𝑟𝑠𝑡𝑝 or the communication 
volume reward 𝑟𝑐𝑜𝑛, i.e., 𝑅𝑡 ∈ {𝑟𝑠𝑡𝑝, 𝑟𝑐𝑜𝑛}. The specific form is 
shown in Eqs. (2) and (3). 

𝑟𝑠𝑡𝑝 =

{

𝑟𝑐  if 𝑊𝑠 > 𝜅 ⋅ 𝐹𝑝
′

(2)

−𝑟𝑐  if 𝑊𝑠 ≤ 𝜅 ⋅ 𝐹𝑝
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Fig. 3. Stage division flowchart based on DQN.
Fig. 4. GRDQN device scheduling network architecture diagram.
where 𝑟𝑐 and −𝑟′𝑐 are respectively the positive and negative 
constant values in relatively extreme cases, and 𝜅 denotes stage 
division threshold parameter. When the model chooses partition-
ing actions, if the computational cost 𝑊𝑠 in the current stage is 
greater than 𝜅 times of computing power 𝐹𝑝 and obtains reward 
𝑟𝑐 , conversely, imposes the penalty value −𝑟′𝑐 . 

𝑟𝑐𝑜𝑛 =

{

𝑟𝑓  if 𝐶𝑠 > 𝜍 ⋅ 𝐵𝑝

−𝑟′𝑓  if 𝐶𝑠 ≤ 𝜍 ⋅ 𝐵𝑝
(3)

where 𝑟𝑓  and −𝑟′𝑓  are also respectively the positive and negative 
constant values in relatively extreme cases, and 𝜍 indicates the 
other stage division threshold parameter. When the model is not 
split, if the internal communication volume 𝐶𝑠 in the current 
stage is larger than 𝜍 times of bandwidth 𝐵𝑝 and obtains reward 
𝑟𝑓 , on the contrary, imposes the penalty value −𝑟′𝑓 .

Each layer of the DNN model has its own different computational 
complexity. If each layer cannot be reasonably divided into different 
stages, it is easy to cause uneven distribution of computational load, 
which affects the overall training performance. Therefore, the variance 
of stage time 𝑇𝑝ℎ𝑎𝑠𝑒 is taken as the main measurement parameter, as 
expressed in Eq. (4). 

𝑇𝑝ℎ𝑎𝑠𝑒 =
1

𝑠
∑

(

𝑇𝑟 − 𝑇𝐴𝑣𝑔
)2 (4)
𝑠 𝑟=1

5 
Where 𝑇𝑟 is the computation time of the r -th stage, and 𝑇𝐴𝑣𝑔
denotes the average computation time for all stages. After obtaining 
the complete phase division strategy, the actually calculated 𝑇𝑝ℎ𝑎𝑠𝑒 is 
compared with the average threshold 𝑇𝑏𝑎𝑙𝑎𝑛𝑐𝑒, and the final reward 𝑅𝑑𝑖𝑣
is allocated to the strategy. The specific form is shown in Eq. (5). 

𝑅𝑑𝑖𝑣 =

{

max
(

5, 6 − 𝑇𝑝ℎ𝑎𝑠𝑒 × 10
)  if 𝑇𝑝ℎ𝑎𝑠𝑒 ≤ 𝑇𝑏𝑎𝑙𝑎𝑛𝑐𝑒

−min
(

3, 𝑇𝑝ℎ𝑎𝑠𝑒
)  if 𝑇𝑝ℎ𝑎𝑠𝑒 > 𝑇𝑏𝑎𝑙𝑎𝑛𝑐𝑒

(5)

If the number of stages divided and the duration of each stage are 
close to the average time, additional positive rewards will be given. 
Next, we randomly select a small batch of (𝑠𝑡, 𝑎𝑡, 𝑅𝑡, 𝑠𝑡+1

) from the 
experience pool, and calculate the target value as Eq. (6). 

𝑄𝑡𝑎𝑟𝑔𝑒𝑡𝑡 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑅𝑡
if 𝑠𝑡+1 𝑖𝑠 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑒;

𝑅𝑡 + 𝛾 max𝑎𝑡+1 𝑄(𝑠𝑡+1, 𝑎𝑡+1; 𝛿−𝑑𝑖𝑣)
Otherwise

(6)

In order to reduce the difference between the target Q value and 
the network predicted Q value, DQN uses gradient descent to adjust 
the network parameters based on the calculated target Q value. By 
minimizing the loss function 𝐿(𝛿𝑑𝑖𝑣) as shown in Eq. (7), the network’s 
decisions gradually approach the true Q value: 

𝐿(𝛿 ) = E( )

[

(

𝑄𝑡𝑎𝑟𝑔𝑒𝑡 −𝑄(𝑠 , 𝑎 ; 𝛿 )
)2
]

(7)
𝑑𝑖𝑣 𝑠𝑡 ,𝑎𝑡 ,𝑅𝑡 ,𝑠𝑡+1 ∼𝑠 𝑡 𝑡 𝑡 𝑑𝑖𝑣
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Algorithm 1 SDQN Stage Division Network Algorithm
Input: DNN model parameters 𝑅,𝑅𝑡𝑜𝑡𝑎𝑙, maximum episodes 𝑅𝑜𝑢𝑛𝑑1, thresholds 

𝜅, 𝜍, 𝑇𝑏𝑎𝑙𝑎𝑛𝑐𝑒
Output: 𝛿∗𝑑𝑖𝑣: Optimal strategy for stage division 
1: Initialize: Q-network 𝛿𝑑𝑖𝑣, target network 𝛿−𝑑𝑖𝑣, replay buffer 𝑑𝑖𝑣
2: for episode = 1, 𝑅𝑜𝑢𝑛𝑑1 do 
3: Reset the environment and observe initial state. 
4: for t = 1,T do 
5: 𝑎𝑡 ← select a random action with probability 𝜖, otherwise 𝑎𝑡 =

max𝑎 𝑄(𝑠𝑡, 𝑎; 𝛿𝑑𝑖𝑣)
6: 𝑅𝑡 ∈ {𝑟𝑠𝑡𝑝, 𝑟𝑐𝑜𝑛}, 𝑠𝑡+1 ← Execute action 𝑎𝑡

7: 𝑅𝑑𝑖𝑣 ←

⎧

⎪

⎨

⎪

⎩

max
(

5, 6 − 1
𝑠

∑𝑠
𝑟=1

(

𝑇𝑟 − 𝑇𝐴𝑣𝑔
)

× 10
)

−min
(

3, 1
𝑠

∑𝑠
𝑟=1

(

𝑇𝑟 − 𝑇𝐴𝑣𝑔
)

)

8: 𝑂𝑑𝑖𝑣 ← Store (𝑠𝑡, 𝑎𝑡, 𝑅𝑡, 𝑠𝑡+1)
9: Sample a mini-batch from 𝑑𝑖𝑣 for training 
10: 𝑄𝑡𝑎𝑟𝑔𝑒𝑡𝑡 ←

{

𝑅𝑡

𝑅𝑡 + 𝛾 max𝑎𝑡+1 𝑄(𝑠𝑡+1, 𝑎𝑡+1; 𝛿−𝑑𝑖𝑣)

11: 𝐿(𝛿𝑑𝑖𝑣) ← E(

𝑠𝑡 ,𝑎𝑡 ,𝑅𝑡 ,𝑠𝑡+1
)

∼𝑠

[

(

𝑄𝑡𝑎𝑟𝑔𝑒𝑡𝑡 −𝑄(𝑠𝑡, 𝑎𝑡; 𝛿𝑑𝑖𝑣)
)2
]

12: 𝛿−𝑑𝑖𝑣 ← Periodically update target network parameters with 𝛿𝑑𝑖𝑣
13: end for
14: end for
15: return 𝛿∗𝑑𝑖𝑣

After training the network repeatedly, the parameters of the current 
network are copied to the Qtarget network. When completing 𝑅𝑜𝑢𝑛𝑑1
rounds of iterative optimization, the optimal parameters 𝛿∗𝑑𝑖𝑣 for the 
stage partitioning network are obtained, thus the optimal model stage 
partitioning strategy is achieved.

The corresponding SDQN algorithm is devised and shown in Algo-
rithm 1. Line 1 initializes the Q-network 𝛿𝑑𝑖𝑣, target network 𝛿−𝑑𝑖𝑣, and 
replay buffer 𝑑𝑖𝑣. Lines 2 to 12 iterate each episode until the maximum 
number of iterations 𝑅𝑜𝑢𝑛𝑑1 is reached. Line 3 resets the environment 
and observes the initial state. Lines 4 to 12 iterate for each time step 
𝑡. Line 5 randomly selects an action 𝑎𝑡 with a probability of 𝜖, or 𝑎𝑡 =
max𝑎 𝑄(𝑠𝑡, 𝑎; 𝛿𝑑𝑖𝑣). Line 6 executes action 𝑎𝑡, obtaining the next state 𝑠𝑡+1
and the immediate reward 𝑅𝑡. The reward 𝑅𝑡 is determined as either 
𝑟𝑠𝑡𝑝 or 𝑟𝑐𝑜𝑛 based on the executed action 𝑎𝑡. Line 7 calculates the reward 
𝑅𝑑𝑖𝑣 of the final stage partition network. Line 8 stores the current state, 
action, reward and next state (𝑠𝑡, 𝑎𝑡, 𝑅𝑡, 𝑠𝑡+1) in the experience buffer 
𝑂𝑑𝑖𝑣. Line 9 samples a mini-batch from 𝑑𝑖𝑣 for training. Lines 10 and 
11 calculate the target Q value and loss function respectively to update 
the optimization network. Line 12 regularly updates the target network 
parameters 𝛿−𝑑𝑖𝑣 with 𝛿𝑑𝑖𝑣. Finally, Line 15 returns the optimal stage 
division strategy 𝛿∗𝑑𝑖𝑣.

The time complexity of Algorithm 1 is  (

𝑅𝑜𝑢𝑛𝑑1 ⋅ 𝑇 ⋅ 𝐶
)

, where 
𝑅𝑜𝑢𝑛𝑑1 is the maximum iteration number, 𝑇  is the number of time steps 
and 𝐶 is the complexity of the neural network execution for each batch 
update considering forward and backward propagation.

3.3.2. Device scheduling network (GRDQN)
In order to obtain the optimal model parameters 𝛿∗𝑠𝑐ℎ for the GRDQN 

network, this device scheduling network need to be optimized and 
trained.

1. Initialization. The experience replay pool 𝑠𝑐ℎ, Q network (𝛿𝑠𝑐ℎ) 
and Qtarget network parameters (𝛿−𝑠𝑐ℎ), and regularly synchro-
nized parameters of Q network to Qtarget network are all ini-
tialized.

2. Interaction with the environment. Input the device informa-
tion of each time step 𝑡 into the GRU network to calculate the 
hidden state ℎ𝑡, then combine it with other states in the system 
to form 𝑠′𝑡, and subsequently input it into the Q network. Use 
𝜖-greedy strategy to select action 𝑎𝑡, where there is a proba-
bility of 𝜖 randomly selecting an action; In other cases, 𝑎 =
𝑡

6 
max𝑎 𝑄(𝑠′𝑡 , 𝑎; 𝛿𝑠𝑐ℎ) selects the action that maximizes the Q value 
in the 𝑠′𝑡 state. After executing an action, a reward and the next 
state are returned through the environment to learn the value of 
the action.

3. Training and Adjustment. Store the current interaction infor-
mation 

(

𝑠′𝑡 , 𝑎𝑡, 𝑅
′
𝑡 , 𝑠

′
𝑡+1

)

 into the experience pool.

Reducing task execution delay and balancing device loads are the 
two main goals of optimizing device scheduling. Therefore, based on 
these two factors, we design a reward function as Eq. (8).

𝑅𝑠𝑐ℎ = 𝜐 − 𝛼𝐷𝑡 − 𝛽
𝑃
∑

𝑝=1
𝐿2
𝑝

= 𝜐 − 𝛼
𝑊𝑟

𝐹𝑝 + 𝜀
− 𝛽

𝑃
∑

𝑝=1

(

𝐿2
𝑚𝑒𝑚𝑜𝑟𝑦 + 𝐿2

𝑐𝑜𝑚𝑝𝑢𝑡𝑒

)

(8)

Where 𝐷𝑡 represents the task execution delay at time step t, 
∑𝑃

𝑝=1 𝐿
2
𝑝

indicates the balance of device loads, 𝛼 and 𝛽 are coefficients used 
to adjust the weights of delay and load balancing. 𝜀 is set to prevent 
zero division errors. When an edge device meets the requirements of 
computing power, memory and bandwidth of the tasks simultaneously, 
an additional positive rewards 𝜐 will be given.

Next, a batch of experiences are randomly selected from the ex-
perience replay pool, their hidden states ℎ𝑡 and ℎ𝑡+1 are calculated, 
and then the target network is used to calculate the target Q value by 
Eq. (9). 
𝑄𝑡𝑎𝑟𝑔𝑒𝑡𝑡 = 𝑅′

𝑡 + 𝛾 max
𝑎𝑡+1

𝑄(𝑠′𝑡+1, 𝑎𝑡+1; 𝛿
−
𝑠𝑐ℎ) (9)

In addition, using mean square error as the loss function 𝐿(𝛿𝑠𝑐ℎ) to 
measure the distance between the target Q value and the estimated Q 
value as Eq. (10). 

𝐿(𝛿𝑠𝑐ℎ) =
1
2
∑

𝑡

[

(

𝑄𝑡𝑎𝑟𝑔𝑒𝑡𝑡 −𝑄(𝑠′𝑡 , 𝑎𝑡; 𝛿𝑠𝑐ℎ)
)2
]

(10)

Continuously repeating 𝑅𝑜𝑢𝑛𝑑2 iterations until the model converges, 
so that DQN can effectively learn better strategies in complex environ-
ments, while reducing the variance during training based on the target 
network and experience replay, and increasing the stability of learning.

The proposed GRDQN algorithm is designed based on the GRDQN 
device scheduling model, as shown in Algorithm 2. Lines 1 initializes 
the hidden state ℎ𝑡 of the GRU network, the parameter of the Q-network 
𝛿𝑠𝑐ℎ, the target Q network parameter 𝛿−𝑠𝑐ℎ, and the experience replay 
pool 𝑠𝑐ℎ, while employing the 𝜖-greedy policy for exploration. Lines 
2 to 14 create the outer loop, iterating over each episode until the 
maximum number of iterations 𝑅𝑜𝑢𝑛𝑑2 is reached. At the start of each 
episode, the environment resets, and the initial state 𝑠0 is initialized. 
Lines 4 to 13 form the inner loop, iterating over each time step t. 
Lines 5 and 6 extract the current input 𝑥𝑡, which includes device status 
𝐷𝑝, and feed it into the GRU network, calculating the current hidden 
state. Line 7 calculates the current state 𝑠′𝑡 based on the hidden state ℎ𝑡
and the current resource level 𝑅𝑟. Line 8 selects an action 𝑎𝑡 based on 
this state and the 𝜖-greedy policy. Line 9 executes action 𝑎𝑡, yielding 
the reward 𝑅𝑠𝑐ℎ and the next state 𝑠𝑡+1. Line 10 stores the experience 
(𝑠𝑡, 𝑎𝑡, 𝑅𝑡′ , 𝑠𝑡+1) of the current time step in the experience replay buffer 
𝑂𝑠𝑐ℎ. Line 11 samples a mini-batch from the experience replay buffer 
𝑂𝑠𝑐ℎ, forming the training dataset for the current time step. Lines 12 
and 13 compute the target Q-value and the loss function using Eqs. 
(9) and (10), respectively. Line 14 periodically copies 𝛿𝑠𝑐ℎ to the target 
network 𝛿−𝑠𝑐ℎ to maintain training stability. Finally, Line 17 returns the 
optimal policy 𝛿∗𝑠𝑐ℎ.

The time complexity of Algorithm 2 is 
(

Round2 ⋅ 𝑇 ⋅
(

𝐻 ⋅ 𝑃 +𝐻2 + 𝐵 ⋅𝑁𝑞
))

, where 𝑅𝑜𝑢𝑛𝑑2 denotes the number of iterations 
in the outer loop. The symbol 𝑇  represents the number of time steps, 𝐻
denotes the hidden state dimension of the GRU network, 𝑃  represents 
the number of devices, 𝐵 indicates the batch size and 𝑁𝑞 denotes the 
number of parameters in the Q-network.
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Fig. 5. Data dependency bubble structure diagram.
Algorithm 2 GRDQN Device Scheduling Network Algorithm
Input: Edge devices 𝑑 =

{

𝑑𝑝|𝑝 = 1, 2,… , 𝑃
}

; Maximum number of iterations 
𝑅𝑜𝑢𝑛𝑑2

Output: 𝛿∗𝑠𝑐ℎ: Optimal strategy for device scheduling 
1: Initialize: GRU network for hidden state ℎ𝑡; Q-network parameters 𝛿𝑠𝑐ℎ; 
target Q-network parameters 𝛿−𝑠𝑐ℎ; replay buffer 𝑂𝑠𝑐ℎ; 𝜖-greedy exploration 
with 𝜖 ∈ [0.1, 1.0] and decay rate 

2: for episode = 1, 𝑅𝑜𝑢𝑛𝑑2 do 
3: Reset environment and initialize initial state 𝑠0
4: for t=1,T do 
5: Extract current input 𝑥𝑡 = 𝐷 including device states 𝐷𝑝
6: ℎ𝑡 ← 𝐺𝑅𝑈 (𝑥𝑡, ℎ𝑡−1;𝜙)
7: 𝑠′𝑡 ← Use ℎ𝑡 and 𝑅𝑟 to get current state 
8: 𝑎𝑡 ← Use 𝑠′𝑡 and 𝜖-greedy policy 
9: 𝑅𝑠𝑐ℎ, 𝑠𝑡+1 ← Execute action 𝑎𝑡
10: 𝑂𝑠𝑐ℎ ← Store (𝑠𝑡, 𝑎𝑡, 𝑅𝑡′ , 𝑠𝑡+1) in replay buffer 
11: Sample a mini-batch of transitions from 𝑂𝑠𝑐ℎ
12: 𝑄𝑡𝑎𝑟𝑔𝑒𝑡𝑡 ← 𝑅′

𝑡 + 𝛾 max𝑎𝑡+1 𝑄(𝑠′

𝑡+1, 𝑎𝑡+1; 𝛿
−
𝑠𝑐ℎ)

13: 𝐿(𝛿𝑠𝑐ℎ) ←
1
2

∑

𝑡

[

(

𝑄𝑡𝑎𝑟𝑔𝑒𝑡𝑡 −𝑄(𝑠′

𝑡 , 𝑎𝑡; 𝛿𝑠𝑐ℎ)
)2
]

14: Periodically update target Q-network parameters 𝛿−𝑠𝑐ℎ ← 𝛿𝑠𝑐ℎ
15: end for
16: end for
17: return 𝛿∗𝑠𝑐ℎ

4. Adaptive adjacent scheduling strategy in heterogeneous edge 
networks

4.1. The data dependency bubbles in pipeline parallel

Heterogeneous edge devices do not have exactly the same execution 
speed for micro-batches in pipeline tasks. Therefore, during the forward 
computing process of data transmission, if the device 𝑑𝑝 in the r -th stage 
has a shorter execution time than the device 𝑑𝑝−1 in the previous stage, 
due to the dependency relationship between parallel executing tasks in 
the pipeline, the device 𝑑𝑝 cannot immediately perform the calculation 
of the next micro-batch, but stagnates and waits for the forward result 
calculated by the device 𝑑𝑝−1 to be transmitted, as shown in Fig.  5. 
This stagnation causes the pipeline to be interrupted, which brings in 
additional bubbles, i.e., data dependency bubbles.

The above phenomenon also exists in the backpropagation process 
of the gradient feedback stage. If a device completes its calculations 
faster than the dependent device, it needs to wait for the dependent 
device to transmit the gradient results, and its backpropagation calcu-
lation will also be forced to wait, further exacerbating the generation 
of data dependency bubbles and reducing the overall efficiency of the 
model training.

Assuming that the micro-batches in each stage are equal 𝑇 𝑟
𝑓  and 

𝑇 𝑟
𝑏 , which respectively represent the forward and backward propaga-
tion time of each micro-batch in stage r, where suppose 𝑇 𝑟

𝑏 = 𝑇 𝑟
𝑓 . 

In heterogeneous edge networks, the significant difference in device 
performance is the inevitable introduction of additional bubble time 
𝑇𝑝𝑏. In order to more accurately model the bubble consumption area 
𝑆𝑡𝑝𝑏, we give the mathematical expression as Eq. (11). 

𝑆𝑡𝑝𝑏 = 𝑇𝑝𝑏 +
𝑠
∑

[

(𝑠 − 𝑟) ⋅
(

∫

𝑇 𝑟
𝑓
𝑒−𝜆𝑥𝑑𝑥 + log(1 + 𝑇 𝑟

𝑏 )
)

]

(11)

𝑟=1 0

7 
Among them, ∫ 𝑇 𝑟
𝑓

0 𝑒−𝜆𝑥𝑑𝑥 is used to describe the cumulative delay 
introduced by heterogeneous device computing performance within the 
forward propagation time interval [0, 𝑇 𝑟

𝑓 ]. 𝜆 represents a parameter 
that measures the degree of device heterogeneity (i.e., the larger the 
𝜆, the more significant the performance difference and the faster the 
attenuation). The exponential decay model is used to reflect that as 
the calculation progresses, the delay introduced by the new unit time 
gradually decreases. log(1 + 𝑇 𝑟

𝑏 ) uses a convex function to model the 
nonlinear growth effect of backpropagation time 𝑇 𝑟

𝑏  on bubble accu-
mulation, that is, as the backpropagation time increases, the growth 
rate of pipeline bubbles shows an increasing trend.

4.2. Adaptive adjacent scheduling strategy

To avoid the accumulation of data dependency bubbles in complex 
dynamic environments, an adaptive adjacent scheduling strategy is 
proposed. When there is a significant difference in device performance, 
data dependency bubbles 𝑇𝑝𝑏, dynamic delay term ∫ 𝑇 𝑟

𝑓
0 𝑒−𝜆𝑥𝑑𝑥, and 

nonlinear cumulative effect log(1 + 𝑇 𝑟
𝑏 ) which will aggravate the de-

crease in training efficiency of DNN models. The adaptive adjacent 
scheduling strategy dynamically adjusts the computing loads between 
devices through time synchronization and load balancing optimization. 
Specifically, when a device completes a task ahead of scheduling, it ac-
tively sends an assistance request signal, including remaining memory 
(RM), computing speed and bandwidth information, to inquire whether 
neighboring dependent devices need assistance. For each micro-batch, a 
corresponding checkpoint is designed. When the checkpoint is reached 
during the calculation process, it stops to check whether assistance 
requests are received from neighboring devices. If a request is received, 
the data will be reallocated to balance execution time and reduce 
bubbles caused by device idling.

Taking an example about the specific process of the above schedul-
ing strategy, and expounding the performance difference between de-
vice 1 and device 2 during the data transmission phase as depicted in 
Fig.  6. In the course of the initial forward propagation process, when 
device 2 completes the calculation of the first micro-batch, device 1 
has not yet completed the calculation of the second micro-batch. At 
this point, device 2 actively sends an assistance request to device 1 
as it has not received the corresponding data transmitted by device 
1. When device 1 reaches the preset checkpoint, it checks whether it 
has received the assistance signal from device 2. If a signal is received, 
device 1 will reassign the remaining tasks and assign some tasks to 
device 2. After the first assistance, if a similar phenomenon occurs 
again when device 2 completes the third micro-batch, the assistance 
strategy will be activated again to reassign the corresponding tasks. 
Through the continuous collaboration of adaptive adjacent scheduling 
strategies, the proportion of bubbles in the forward propagation process 
gradually decreases, and the overall execution efficiency is significantly 
improved. In heterogeneous edge networks, the advantages of this 
strategy will be more prominent, which achieve maximum resource 
utilization and efficient training processes.

Define the data volume of device 𝑑𝑝′  on the 𝑘th micro-batch as 
𝑀𝑝′ ,𝑘, where 𝑝′ ∈ 𝑃 , 𝑘 ∈ 𝑁 . while 𝑃  represents the set of all 
devices involved in scheduling, and 𝑁 is the micro-batch index set 
for the current stage. During parallel execution on different devices, 
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Fig. 6. Collaborative scheduling flowchart between adjacent devices.
if a data dependency bubble occurs during the same time period, the 
corresponding auxiliary strategy will be triggered to reallocate the 
remaining data 𝑀𝑝′ ,𝑘 − 𝑡𝐹𝑝′  from the th batch of device 𝑑𝑝′ , where 𝑡
is the processing time consumed and 𝐹𝑝′  is the computing performance 
of device 𝑑𝑝′ .

To achieve more synchronized execution time between devices 𝑑𝑝′
and 𝑑𝑝 after data reallocation, an optimization strategy 𝜑

(

𝑝′ → 𝑝, 𝐴𝑝
)

is designed based on the least squares method. This strategy represents 
the data size 𝐴𝑝 of transmission from device 𝑑𝑝′  to device 𝑑𝑝. To 
avoid unreasonable task allocation, we give the constraint conditions 
to ensure that the transmission volume is within the allowable range of 
device margin 𝑅𝑀𝑝, and the received data 𝑅𝑒𝑐𝑝 is 0. Determining the 
optimal strategy for adjacent scheduling is just to solve the optimization 
problem as Eq. (12). 

min
𝜑(𝑝′→𝑝,𝐴𝑝)

(𝑀𝑝′ ,𝑘 − 𝑡𝐹𝑝′ − 𝐴𝑝

𝐹𝑝′
−

𝐴𝑝

𝐹𝑝

)2

s.t. 0 ≤ 𝐴𝑝 ≤ min
(

𝑀𝑝′ ,𝑘 − 𝑡𝐹𝑝′ , 𝑅𝑀𝑝
)

,

𝑅𝑒𝑐𝑝 = 0

(12)

Algorithm 3 shows dynamic task scheduling process in acceleration 
phase for the adaptive neighbor scheduling strategy. Line 1 initializes 
the strategy set 𝜑 to an empty set and sets 𝐴𝑝 of all devices to 0. Lines 
2 to 14 iterate each small batch 𝑘, and lines 3 to 13 iterate each device 
𝑑𝑝 in parallel. Line 4 indicates that each device 𝑑𝑝 is calculated to the 
checkpoint for inspection. Line 5 checks whether there is an assistance 
signal. If the condition is met, lines 6 to 7 obtain the value of 𝐴𝑝 by 
using the Eq. (12) and its constraints. Line 8 updates the strategy 𝜑 by 
adding the data transmission (𝑝′ → 𝑝, 𝐴𝑝) from device 𝑑𝑝′  to 𝑑𝑝. Lines 9 
to 10 update the small batch size of devices 𝑑𝑝′  and 𝑑𝑝, and the value 
of 𝑅𝑒𝑐𝑝 accordingly. Line 12 continues the calculation. Finally, line 15 
returns the strategy 𝜑.

The time complexity of Algorithm 3 is mainly affected by the 
number n of devices involved in the scheduling, so it can be considered 
to be  (𝑛).

In order to illustrate the effectiveness of the proposed adaptive 
adjacent strategy, we present Theorem  1 and its proof as follows.

Theorem 1.  In complex dynamic heterogeneous edge networks, the use of 
adaptive adjacent scheduling strategies can effectively reduce data depen-
dency bubbles generated during pipeline parallel processes within the given 
iteration cycle, and significantly improve the training efficiency of DNN 
models.
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Algorithm 3 Dynamic Task Scheduling in Acceleration Phase
Input: 𝑀𝑝′ ,𝑘: Size of the 𝑘-th micro-batch for device 𝑑𝑝′ ; 𝐹𝑝, 𝐹𝑝′ : Computing 

performance of devices 𝑑𝑝 and 𝑑𝑝′ ; 𝑅𝑀𝑝: Remaining memory for device 𝑑𝑝
Output: 𝜑: Optimized adaptive adjacent scheduling strategy 
1: Initialize: 𝜑 ← ∅, 𝐴𝑝 = 0,∀𝑝
2: for each 𝑘 do 
3: for each 𝑑𝑝 in parallel do 
4: Compute until checkpoint 
5: if an assistance signal is detected at the checkpoint then 
6: min𝐴𝑝

(

𝑀𝑝′ ,𝑘−𝑡𝐹𝑝′−𝐴𝑝

𝐹𝑝′
− 𝐴𝑝

𝐹𝑝

)2

7: s.t. 0 ≤ 𝐴𝑝 ≤ min(𝑀𝑝′ ,𝑘 − 𝑡𝐹𝑝′ , 𝑅𝑀𝑝), 𝑅𝑒𝑐𝑝 = 0
8: 𝜑 ← 𝜑 ∪ {(𝑝′ → 𝑝, 𝐴𝑝)}
9: 𝑀𝑝′ ,𝑘 ← 𝑀𝑝′ ,𝑘 − 𝐴𝑝, 𝑀𝑝,𝑘 ← 𝑀𝑝,𝑘 + 𝐴𝑝
10: 𝑅𝑒𝑐𝑝 ← 𝑅𝑒𝑐𝑝 + 𝐴𝑝∕𝐹𝑝
11: end if
12: Resume the computing
13: end for
14: end for
15: return 𝜑

Proof.  Defining the total duration of a training process as 𝑇 , where 𝑡′ ∈
[0, 𝑇 ], and assuming that the adjacent collaborative scheduling strategy 
between device 𝐷𝑝′  and 𝐷𝑝 within time slice 𝑡′ is 𝜉𝑡

′

𝑝′𝑝

(

𝑝′ ⇒ 𝑝, 𝐴𝑝
)

. 
Based on the adaptive scheduling strategy and Eq. (12), let 𝜃𝑡′  represent 
the bubble reduction rate caused by initiating collaborative scheduling 
between adjacent devices within time slice 𝑡′: 

𝜃𝑡′ = 1 −

|

|

|

|

|

max
(

𝑀𝑝′ ,𝑘−𝑡⋅𝐹𝑝′−𝐴𝑝
𝐹𝑝′

,
𝐴𝑝
𝐵𝑝′

)

− 𝐴𝑝
𝐹𝑝

|

|

|

|

|

𝑇𝑝𝑏
Accumulating the decrease in the bubble rate caused by the activa-

tion strategy in all time slices during the cycle, and then calculating the 
proportion of additional bubbles: 

𝑇𝑝𝑏 ≤ 𝑇 0
𝑝𝑏 ⋅

𝑇
∏

𝑡′=1

(

1 − 𝜃𝑡′
)

≤
𝑇 0
𝑝𝑏

𝑇𝑝𝑏
⋅ |max(

𝑀𝑝′ ,𝑘 − 𝑡 ⋅ 𝐹𝑝′ − 𝐴𝑝

𝐹𝑝′
,
𝐴𝑝

𝐵𝑝′
) −

𝐴𝑝

𝐹𝑝
|

The above inequality verification shows that when the number of 
bubbles in each time slot decreases, the final proportion of additional 
bubbles 𝑇𝑝𝑏 will also be lower than the initial proportion of bubbles, 
where 𝑇 0  represents the initial additional bubbles when the adjacent 
𝑝𝑏
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scheduling strategy 𝜉 is not introduced. When 𝜃𝑡′  approaches 1 in-
finitely, the bubbles in each time slot also approach 0 infinitely, as 
described by the formula below:

lim
𝜃𝑡′→1

𝑇𝑝𝑏 ≤ 𝑇 0
𝑝𝑏 ⋅

𝑇
∏

𝑡′=1
(1 − 𝜃𝑡′ ) = 𝑇 0

𝑝𝑏 ⋅ 0 = 0

When 𝑇𝑝𝑏 approaches 0 infinitely, the idle time caused by data 
dependency is reduced, thereby improving the training efficiency of 
the DNN model. Specifically, the training efficiency 𝜂 of the model is 
represented by the following formula:

lim
𝑇𝑝𝑏→0

𝜂 =
𝑇 0
𝑝𝑏 − 𝑇𝑝𝑏

𝑇 0
𝑝𝑏

= 1 − 0
𝑇 0
𝑝𝑏

= 1

The theoretical effectiveness of the adaptive adjacent scheduling 
strategy has been verified based on the above derivation.

5. Performance appraisal

In this section, we conducted extensive experiments to validate the 
effectiveness of the DGPAS system model. At first, the performance 
evaluation indicators related to the research objectives were defined, 
and the composition of the experimental platform and the relevant 
experimental parameters were described in detail. Then, for the ex-
periments of the preparation stage, we compared our method with the 
baseline algorithm and advanced methods previously studied, and car-
ried out multiple experiments under the different parameter conditions 
for comparative analysis. Next, for the experiments of the execution 
phase, we validated the effectiveness of our strategy by comparing the 
decrease in bubble rate and the improvement in training time before 
and after the proposed strategy. Finally, we summarized the experi-
mental results and discussed their impact on practical applications. Our 
experimental code is available at https://github.com/Lilili214/DGPAS.

5.1. Definition of performance evaluation indicators

To evaluate the distributed training performance of the DGPAS 
model in heterogeneous edge environments, the experimental evalu-
ation mainly adopts the following two core indicators, whose settings 
directly correspond to the goals of ‘‘improving training efficiency and 
alleviating the bubble effect’’ proposed in the introduction of this paper.

5.1.1. The total training time of the model
In synchronous pipeline parallelism, the training process is divided 

into 𝑠 stages, and each stage runs on an edge node. The entire round of 
training tasks is divided into 𝑀 micro-batches, and each micro-batch 
enters the pipeline in sequence. The parameter update time can almost 
be ignored because it is very short here. Therefore, the total training 
duration 𝑇total is defined as follows. 
𝑇total = 𝑡(𝑀,𝑠)

f inish − 𝑡(1,1)start (13)

Where 𝑡(1,1)start represents the time when the first micro-batch starts 
processing in the first stage, and 𝑡(𝑀,𝑠)

f inish indicates the time when the last 
micro-batch is completed in the last stage. 𝑀 denotes the total number 
of micro-batches, and 𝑠 is the number of pipeline stages.

5.1.2. Bubble rate during the training process
The bubble rate is used to measure the proportion of idle resources 

of heterogeneous devices under data dependency constraints, which 
reflects the utilization rate of the pipeline parallel scheduling strategy. 
Its definition refers to the bubble modeling in Eq. (11), that is as 
follows. 

𝑅bubble =
𝑆𝑡𝑝𝑏

𝑠 ⋅ 𝑇total
(14)

Where 𝑆𝑡𝑝𝑏 represents the size of the bubble area, 𝑠 denotes the 
number of pipeline stages, and 𝑇total is the total training time. The lower 
the bubble rate is, the higher the resource utilization rate is, and the 
better the training efficiency is.
9 
Fig. 7. The experimental edge network of the DGPAS system.

5.2. Experimental setup

5.2.1. Composition of experimental platform and related experimental pa-
rameters

Based on the basic principle of pipeline parallelism, we hope to 
adaptively divide the DNN model into different stages when facing 
dynamic and complex environments, and perform optimal scheduling 
on heterogeneous edge devices. Therefore, we built an experimental 
platform as shown in Fig.  7, which includes three different types of edge 
devices connecting to the same local area network through a switch. 
The detailed information about device names, CPUs, GPUs and memory 
is described in Table  1.

To verify the effectiveness of the proposed scheme, we select five 
classic DNN image classification models, AlexNet [43], VGG19 [44], 
InceptionV3 [45], ResNeXt101 [46], and RegNet-200 MF [47], for 
multiple experiments on our experimental platform. As shown in Table 
2, each model contains the key information such as its name, parameter 
count, memory and floating-point numbers. For the selection of models, 
we focus on the representativeness of different complexities and scales 
to cover a variety of network structures ranging from lightweight to 
large-scale. These five models are complementary in terms of parameter 
scale and actual resource requirements, which is conducive to the 
systematic analysis of the applicability and robustness of the DGPAS 
scheme in diverse scenarios.

The actual execution environment is full of variable uncertainty, so 
we performed multiple micro-batch processes on each edge device for 
the five models mentioned above, and collected the actual execution 
time, memory usage and CPU utilization of each layer of each model. 
Specifically, each of edge devices was pre-trained 5 times, followed 
by recording the average of 10 runs of data. We conducted multiple 
simulation experiments using the collected data as actual parameters 
of the real environment. In the experiments, the size of the mini-batch 
was set as 256. Each mini-batch was divided into 8 micro-batches, and 
the size of each micro-batch was 32. This setting takes into account 
both the stability of parameter update and the efficiency of pipeline 
parallelism, and can effectively improve the system throughput rate and 
mitigate the impact of bubbles. Different models were trained multiple 
times, and the average values were taken as the final results to ensure 
the stability of the experimental data. At the same time, we verified 
that the adaptive adjacent assistance strategy can effectively reduce the 
bubble rate and improve the training efficiency through real parallel 
execution between devices with different micro-batch sizes.

5.2.2. The overview of compared methods
All the methods being compared are described below as follows.

https://github.com/Lilili214/DGPAS
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Table 1
Hardware types and specifications for running experiments.
 Hardware CPU GPU Memory Number 
 Jetson Orin Nano 6-core ARM

Cortex-A78AE @ 1.5 GHz
NVIDIA Ampere architecture
1024 × NVIDIA CUDA Cores
32 × 3rd Gen Tensor Cores

8 GB 128-bit LPDDR5 68 GB/s 2  

 Jetson Xavier NX 6-core NVIDIA Carmel ARM
v8.2 64-bit @ 1.4 GHz

NVIDIA Volta architecture
384 × NVIDIA CUDA Cores
48 × Tensor Cores

8 GB 128-bit LPDDR4x 51.2 GB/s 1  

 Raspberry Pi 5 Broadcom BCM2712 quad-core
Arm Cortex A76 processor @ 2.4 GHz

/ 8 GB RAM LPDDR4x 12  
Table 2
Five typical DNN image classification model specifications.
 Model name Params Memory Flops  
 AlexNet 61,100,840 4.19 MB 715.54MFlops 
 VGG19 143,667,240 119.34 MB 19.67GFlops  
 InceptionV3 23,834,568 70.63 MB 5.73GFlops  
 ResNext101 88,791,336 276.02 MB 16.49GFlops  
 RegNet-200MF 21,152,810 7.90 MB 2.97GFlops  

Fig. 8. The reward curve of SDQN network.

DGPAS strategy: The method proposed in this paper analyzes and 
evaluates the different parameters of the DNN models and the states 
of heterogeneous devices, and combines GRU to design two networks 
for stage partitioning and device scheduling. Based on the DQN algo-
rithm, the network parameters are iteratively optimized to ultimately 
obtain the global optimal solution for model partitioning and device 
scheduling.

Dynamic Programming (DP) [48]: Using dynamic programming 
algorithms to segment and schedule tasks for the DNN models, and 
the multi-stage optimization is achieved, i.e., reaching relative load 
balancing between stages.

Particle Swarm Optimization (PSO) [49]: The partitioning and 
scheduling of the DNN models are encoded as the position and velocity 
vectors of the particles. Using the particle swarm optimization algo-
rithm, each particle continuously adjusts the solution based on its own 
historical experience and the optimal solution of the group.

Genetic Algorithm (GA) [50]: Encoding the partitioning and
scheduling of the DNN models into chromosomes, initializing the popu-
lation to generate multiple schemes, and optimizing the chromosomes 
through selection, crossover and mutation operations, and using the 
fitness function to evaluate so as to obtain the optimal solution.

Proximal Policy Optimization (PPO) [51]: Proximal policy op-
timization treats the partitioning and scheduling of DNN models as 
a reinforcement learning problem, and searches for the optimal solu-
tion by continuously alternating between sampling and optimizing the 
strategy, and constraining the strategy update amplitude.
10 
Fig. 9. The reward curve of GRDQN network.

PG-MPSS [30]: It is a policy-based reinforcement learning algorithm 
that encodes the different parameters of the model in high dimensions, 
replicates the slowest stage, and uses the policy gradient algorithm to 
optimize and update for finding the optimal solution.

AutoPipe [29]: It is a framework for pipeline parallel training in 
a shared GPU cluster. This method is based on reinforcement learn-
ing. It conducts high-precision modeling of the actual communication 
and computing processes, and utilizes multi-step decision-making for 
intelligent partitioning and allocation.

Seq1F1B [28]: It proposes pipeline parallel scheduling based on 
sequence partitioning. By further refining the schedulable units, it 
reduces pipeline bubbles during the training process, and optimizes the 
utilization of computing resources.

5.3. Performance analysis

5.3.1. Convergence analysis of SDQN and GRDQN network
Taking VGG19 as an example, we conducted a convergence analysis 

of the SDQN network and the GRDQN network. As depicted in Fig. 
8, we can see that the reward value of the SDQN network shows a 
clear upward trend in the early stage of training, which indicates that 
the network can quickly learn a better stage division strategy in this 
stage. As the training progresses, the reward value begins to fluctuate 
to a certain extent. Although the fluctuation range is large, it does 
not show a downward trend as a whole, but enters a relatively stable 
stage. Similarly, we can see from Fig.  9 that the reward value of the 
GRDQN network also shows a clear upward trend in the early stage 
of training, i.e., quickly learning the optimal scheduling plan of the 
devices, and then enters a fluctuation period. Through continuously 
iterative learning, the rewards finally stabilize at around 130.

Based on the two graphs above, we can conclude that both the 
SDQN and GRDQN networks demonstrate good convergence during the 
training processes. Through multiple iterations, the system ultimately 
learns the optimal stage partitioning and device scheduling strategies, 
and achieves relatively stable performance levels in the later stages of 
training.
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Fig. 10. The training time of different models.
5.3.2. Comparative analysis of DGPAS strategy and other algorithms
In order to demonstrate the effectiveness of this approach in im-

proving the training performance of DNN models, comparative experi-
ments were conducted on five typical DNN image classification models 
(i.e., AlexNet, VGG19, InceptionV3, ResNeXt101 and RegNet-200MF) 
by using DGPAS, four typical baseline strategies (i.e., DP, PSO, GA 
and PPO), as well as the improvement schemes PG-MPSS and AutoPipe 
in related fields. The average values of 10 experimental results were 
calculated to obtain five sets of comparative results as shown in Fig. 
10.

As depicted in Fig.  10, we can see that DGPAS has achieved sig-
nificant training time optimization effects than other methods. Taking 
the AlexNet model as an example, DGPAS reduces the training time by 
21.3% and 18.7% respectively compared with the two improved meth-
ods, PG-MPSS and AutoPipe, further the time is decreased by 43.7%, 
30.6%, 21.6% and 12.9% respectively than the four classic methods 
of DP, GA, PSO and PPO. Under the ResNeXt101 model, DGPAS’s 
training time is reduced by 7.0%, 3.7%, 11.1%, 4.8%, 25.7% and 16.1% 
respectively compared with PG-MPSS, AutoPipe, DP, GA, PSO and PPO. 
For VGG19, the time is decreased by 8.4%, 12.97%, 46.0%, 29.4%, 
37.5% and 29.9% respectively compared with other approaches. Under 
InceptionV3, the proportions of the reduction are 16.3%, 4.5%, 38.0%, 
27.2%, 30.8% and 33.4% respectively. On RegNet-200MF, DGPAS can 
also effectively decrease the training time compared with the above-
mentioned methods. Therefore, whether facing traditional classical 
algorithms or multiple improved methods in recent years, DGPAS can 
effectively improve the training efficiency under different network 
structures.

5.3.3. Comparative analysis of bubble rate under adaptive adjacent schedul-
ing strategy

The model partitioning and device scheduling schemes from static 
training often have difficulty in maintaining optimal states under het-
erogeneous computing environments. Specifically, the load and mem-
ory usage of edge devices will constantly change over time, which 
may lead to fluctuations in the computing power of heterogeneous 
devices. The bandwidth and delay indicators of the networks may also 
change due to factors such as signal interference, leading to insufficient 
resource utilization and decreased training efficiency. Therefore, our 
strategy can dynamically adjust the bubble problem during execution 
by continuously reallocating data between adjacent devices.

To verify the effectiveness of the proposed strategy, we conducted 
experiments on five typical DNN image classification models:
11 
Fig. 11. Under the five typical models, the decrease ratio of ‘‘bubble rate’’ before and 
after the strategy of different mini-batch numbers changed.

ResNeXt101, VGG19, InceptionV3, RegNet-200MF and AlexNet. We 
tested the changes in the decrease ratio of ‘‘bubble rate’’ before and 
after the adaptive adjacent scheduling strategy under different number 
of mini-batches, as shown in Fig.  11. It can be seen that as the number 
of mini-batches continues to increase, the decrease ratio of ‘‘bubble 
rate’’ before and after the adaptive adjacent scheduling strategy shows 
a significant upward trend, indicating that our strategy can effectively 
reduce the number of bubbles generated during actual execution.

5.3.4. Comparative analysis of training efficiency under adaptive adjacent 
scheduling strategy

Because the ‘‘bubble’’ problem is actually the device idle time 
caused by data dependency during the execution process, the con-
tinuous adjustment of the adaptive adjacent scheduling strategy can 
effectively reduce the idle waiting time of the devices, thereby further 
improving the training efficiency of the DNN models. As shown in 
Fig.  12, for five typical DNN image classification models, namely 
ResNeXt101, VGG19, InceptionV3, RegNetX200MF and AlexNet, we 
compared the training time performances of adopting our optimal 
partition scheduling (DGPAS), the optimization strategy introducing 
adaptive adjacent scheduling (DGPAS_Co), and the advanced pipeline 
parallel method (Seq1F1B) in the current distributed training field.
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Fig. 12. Comparison of training time using our DGPAS_Co and not using it under 
different models.

Table 3
Comprehensive comparison of average training time (s) for all methods on five models
 Method AlexNet ResNeXt101 VGG19 InceptionV3 RegNet-200MF 
 DGPAS 4.73 52.77 63.96 35.94 5.45  
 PG-MPSS 6.01 56.75 69.81 42.94 12.43  
 DP 8.41 59.39 118.50 58.50 15.97  
 GA 6.81 55.41 90.63 49.39 13.89  
 PSO 6.03 71.04 102.34 51.92 16.07  
 PPO 5.43 62.95 91.30 53.92 15.52  
 AutoPipe 5.82 54.83 73.52 37.63 7.62  
 DGPAS_Co 2.96 35.56 36.66 25.28 3.74  
 Seq1F1B 3.8976 57.6603 44.3120 36.1771 6.0470  

By comparing the five groups of experiments in Fig.  12, we can 
find that there are significant differences in the training efficiency of 
the three methods on all models. Compared with DGPAS, the training 
time of DGPAS_Co with the adaptive adjacent scheduling reduces by 
38.91%, 36.12%, 30.11%, 32.82% and 45.95% respectively on AlexNet, 
RegNetX200MF, InceptionV3, ResNeXt101 and VGG19. Compared with 
Seq1F1B, DGPAS_Co also saved 24.0%, 38.2%, 30.1%, 38.3% and 
17.3% of the training time respectively. These results demonstrate the 
superiority of our method in distributed training.

To demonstrate the performance of the proposed method in en-
hancing the efficiency and adaptability of DNN distributed training in 
edge environments, we have summarized average training time of all 
compared methods, as shown in Table  3. In terms of model partitioning 
and scheduling strategies, compared with other typical or improved 
optimization algorithms, the average training time of DGPAS on each 
model is the lowest. This not only verifies the outstanding performance 
of the scheme we proposed in terms of balanced resource utilization 
and execution efficiency, but also further supports the original intention 
of the research, that is, the existing methods have obvious bottlenecks 
in heterogeneous and resource-constrained scenarios. Furthermore, in 
response to the practical challenges such as dynamic resource fluctu-
ations during the distributed training process, the adaptive adjacent 
scheduling strategy introduced by DGPAS_Co effectively avoids the 
problem that the ‘‘optimal’’ strategy is no longer optimal due to the 
complex dynamic environment during the training process of the DNN 
model. It is significantly superior to the original DGPAS method and 
other improved distributed training methods. This further enhances the 
training efficiency and system robustness.

6. Conclusions and future work

In response to the time-consuming training and scheduling chal-
lenges arisen from using DNNs in industrial product detection scenario, 
the DGPAS system model is proposed to address the issues of low 
resource utilization, device delay and low training efficiency in dis-
tributed training of DNN models in heterogeneous edge networks. 
This model constructs the key DNN model partitioning and device 
12 
scheduling as two collaborative networks in pipeline parallelism, and 
uses the DQN algorithm for learning optimization. Experiments have 
proved that the proposed method has the less training time and lower 
‘‘bubble rate’’ (i.e, idle waiting time between devices) than existing 
methods in various typical DNN models and real heterogeneous edge 
environments. Moreover, it can ensure the stability of the detection pro-
cess under the heterogeneous performance of devices and the dynamic 
changes of the network.

In future applications of industrial product image detection, such 
as in automotive component manufacturing plants, it is necessary to 
conduct real-time defect detection on the products (such as gears and 
bearings) on the production line. The edge devices should have a high 
processing speed, and the algorithms should have a high detection accu-
racy rate. This can be achieved through the method of the DNN pipeline 
parallel training. By applying our improved method, we divide the 
backbone network such as RestNet into 4 stages, and the detection head 
uses YOLO. The gradient calculations can be simultaneously performed 
on multiple micro-batches using the GPUs of different edge devices. In 
terms of some key performance indicators such as the training speed, 
the accuracy rate of normal product identification, recall rate, and 
F1 value for crack detection, our approach will show a significant 
improvement.

However, this study still has certain limitations. The current meth-
ods are mainly aimed at medium and small-scale heterogeneous sce-
narios, and the scalability in extremely large-scale device clusters still 
needs to be further verified and improved. Further work will be ori-
ented towards more deep learning models and diverse heterogeneous 
computing power platforms, so as to further enhance the generalization 
and robustness of DGPAS in different models and application scenarios, 
and achieve more flexible and efficient distributed training.
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