506 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 10, NO.4, JULY/AUGUST 2017

CloudNetSim++: A GUI Based Framework
for Modeling and Simulation of Data
Centers in OMNeT++

Asad W. Malik, Kashif Bilal, Student Member, IEEE, S. U. Malik, Member, IEEE, Zahid Anwatr,
Khurram Aziz, Senior Member, IEEE, Dzmitry Kliazovich, Nasir Ghani, Senior Member, IEEE,
Samee U. Khan, Senior Member, IEEE, and Rajkumar Buyya, Fellow, IEEE

Abstract—State-of-the-art cloud simulators in use today are limited in the number of features they provide, lack real network
communication models, and do not provide extensive Graphical User Interface (GUI) to support developers and researchers to extend
the behavior of the cloud environment. We propose CloudNetSim++, a comprehensive packet level simulator that enables simulation
of cloud environments. CloudNetSim++ can be used to evaluate a wide spectrum of cloud components, such as processing elements,
storage, networking, Service Level Agreement (SLA), scheduling algorithms, fine grained energy consumption, and VM consolidation
algorithms. CloudNetSim++ offers extendibility, which means that the developers and researchers can easily incorporate own
algorithms for scheduling, workload consolidation, VM migration, and SLA agreement. The simulation environment of CloudNetSim++
offers a rich GUI that provides a high level view of distributed data centers connected with various network topologies. The package
also includes an energy computation module that provides a fine grained analysis of energy consumed by each component. This paper
shows the flexibility and effectiveness of CloudNetSim++ through experimental results demonstrated using real-world data center
workloads. Moreover, to demonstrate the correctness of CloudNetSim++, we performed formal modeling, analysis, and verification
using High-level Petri Nets, Satisfiability Modulo Theories (SMT), and Z3 solver.

Index Terms—Cloud computing, data center, OMNeT++, energy efficiency, cloud simulator, virtual machine migration

1 INTRODUCTION

THE extensive adoption of high speed Internet and
availability of low cost computers is changing the high
performance computing paradigm. At the same time, enter-
prises need to analyze huge amounts of data to determine
future trends and reason about adoption in their business
policies. The entailed big data analysis and immense storage
requirement is not possible without readily available cloud
infrastructure. Cloud computing is an emerging paradigm
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that is growing rapidly [1] and offers virtualized scalable
resources as services over the Internet.

Clouds are formed from a large set of geographically dis-
tributed data centers. Multinational Information Technology
(IT) companies, such as Google, Facebook, Amazon, and
Microsoft are pioneers of the cloud computing paradigm [2],
currently providing a variety of cloud-hosted services, over
the Internet. Cloud based applications are gaining more
popularity due to the vast adoption of the cloud paradigm
in various sectors of life [34] and quality of service (QoS)
offered by cloud service providers to end users [3].

The cloud provides economical, flexible, and reliable
deployment and hosting of services by offering pay-per-use
and elastic (procurement and release of resource on the fly)
model [3]. The cloud offers services to facilitate enterprises,
small businesses and developers to utilize readily available
hardware and software resources to save on huge Capital
Investments (CaPex) in procurement of new equipment. On
the cloud providers end, one of the most critical requirements
of the cloud environment is to provide a guaranteed Quality
of Service. In a multi-tenant based cloud environment, multi-
ple VMs share the same physical computing node. Aggressive
consolidation and workload unpredictability among VMs
may results in decreased QoS, and ultimately violations of
SLAs. Therefore, cloud providers must provide robust serv-
ices to handle workload perturbations and to meet the
required QoS and SLA while performing consolidation [4].

Due to diminishing reserves of fossil fuel, high energy
demands, and increased environmental concerns, another

1939-1374 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



MALIK ET AL.: CLOUDNETSIM++: A GUI BASED FRAMEWORK FOR MODELING AND SIMULATION OF DATA CENTERS IN OMNET++ 507

major apprehension of cloud providers is to minimize
energy consumption and reduce carbon emissions. The
modern-day cloud data center consumes a considerable
amount of energy [5], has significant operational cost and
requires the availability of specialized cooling infrastructure
to operate efficiently [6]. This can be mainly attributed to
workload computation at each data center server causing it
to consume a significant amount of power and disseminat-
ing heat that further requires specialized cooling equip-
ment. Therefore, the estimated overall cost of cooling
equipment is within a range of 2-5 million US$ per year [7].

The total energy consumption of IT equipment inside data
centers is estimated to be around 71 percent [8]. Therefore,
major IT companies are reluctant to expand to several data
centers for improving capacity and performance. To effi-
ciently utilize power, techniques such as Dynamic Voltage
and Frequency Scaling (DVFS) and Dynamic Power Manage-
ment (DPM) have been adopted [10]. Service providers will
usually always over-provision resources to handle peak load.
On the other hand, the average workload is around 30 percent
of an entire data center’s processing capacity [11]. The afore-
mentioned facts imply that idle resources can be transitioned
to sleep mode unless required to handle increased workload.
Efficient utilization of data centers in term of computing and
energy is still an open area for researchers to explore. At the
same time, cloud infrastructure demands new scheduling,
resource allocation, and performance optimization techniques
to minimize the energy consumption. Such novel methodolo-
gies and optimization techniques require considerable testing
and evaluation before deploying in a production environ-
ment. However, because of huge setup costs, it is infeasible to
test the proposed schemes in real cloud testbeds. Moreover,
use of virtualized cloud infrastructure and production envi-
ronments, such as Amazon EC2, limit the experimental setup
and make the reproduction of experimental results extremely
difficult. The underlying architectural details are hidden and
beyond the control of the tenant or deployed service. There-
fore, the extensive study and evaluation of novel techniques
and algorithms for a distributed environment can only be
achieved through simulations.

To support the study of realistic cloud scenarios which
allow fine grained control over individual data center compo-
nents, we propose CloudNetSim++, a realistic network simu-
lator that allows modeling, simulation, and evaluation of
geographically distributed data centers, with multiple users,
varying pricing models, energy auditing, and VM consolida-
tion schemes based on real-world data center workloads.
CloudNetSim++ is developed as an extension of the existing
OMNeT++ discrete event simulator and provides an extensive
framework that can be extended with ease and limited efforts.
CloudNetSim++ also provides an infrastructure that allows
researchers to focus on a specific problem without worrying
about the underlying details. In particular, the salient features
of CloudNetSim++ can be summarized as follows:

1) Provides support for modeling and simulation of
individual or large scale geographically distributed
data centers connected with a high speed network.

2)  Resources are assigned to ensure SLA.

3) Includes different scheduling algorithms for re-
source allocation. Users can select the scheduling

algorithm that seems most appropriate for their work-
load and tasks scheduling. The purpose of this feature
is to provide a template to incorporate custom sched-
uling algorithms and analyze the resulting behavior.

4)  Offers support for a heterogeneous computing envi-
ronment. The user can define resources with varying
CPU power, RAM, and storage space for individual
compute nodes.

5) Heterogeneity in terms of different resources within
a rack is also provided. Users can also specify differ-
ent number of computational nodes in each rack.

6) Fine-grained energy auditing for computational
resources is provided. Energy consumption by each
VM and compute node is calculated.

7) Computes energy consumed by network elements,
such as switches/routers.

8) Provides support for multiple users, delivering a
more realistic multi-tenant cloud environment.

9) A user can specify VMs with high priority, to deal
with and service high priority traffic

10)  Provides different pricing modules for data centers
services.

11)  Provides a cloud usage monitor module to monitor
and analyze usage patterns and notify users in case
of SLA breach.

12)  Provides a rich GUI based environment that allows
users to visualize the entire network along with fine-
grained packet flows. Thr GUI support further sim-
plifies analysis and debugging.

Overall the proposed solution uses real physical network
properties, provides distributed data center simulation sup-
port, features heterogeneous configuration of racks and
servers connected through a three tier architecture. These
contributions makes it a novel tool as compared to existing
simulators. The rest of the paper is organized as follows:
Section 2 briefly describes the most commonly used cloud
simulators. In Section 3, CloudNetSim++ architecture
design is explained. The experimental setup and simulation
details are presented in Section 4. Finally, we conclude this
paper by providing future research directions pertaining to
the CloudNetSim++ simulator in Section 5.

2 COMPARISON WITH OTHER CLOUD
COMPUTING SIMULATORS

This section provides a comparison between CloudNetSim++
and other related cloud simulators. A brief summary of exist-
ing simulators is given below.

CloudSim [12] is the most widely known cloud comput-
ing simulator developed at University of Melbourne. It is
event based, implemented in JAVA and provides a simula-
tion and experimentation environment for computing and
application services. CloudSim can model network compo-
nents, such as switches, but lacks fine-grained communica-
tion models of links and Network Interface Cards (NIC)
causing VM migration and packet simulation to be net-
work-unaware. Since the network is a critical component,
which significantly affects performance, throughput, and
makespan, the obtained simulation results cannot reflect a
real cloud environment. DartCSim+ [13] is developed as an
extension of CloudSim that supports the modeling of
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communication link delay. Similarly, NetworkCloudSim
[14] is proposed as another extension to provide support for
cloud environments running different types of applications
communicating via message exchanges, such as HPC and
E-Commerce. CDOSim [41] extends CloudSim and integra-
tes with the cloud migration framework (CloudMIG) [42].
CDOSim and CloudMIG are based on the enterprise
resource planning system model. CloudExp [26] is another
recently developed simulator based on CloudSim as an
enhancement to the latter. It is developed in Java, provides a
Graphical User Interface (GUI), and focuses on big data man-
agement and mobile cloud computing. CloudExp includes a
rain cloud workload generator from Berkeley [27].

CloudAnalyst [3] aims to achieve optimal scheduling
among user groups and data centers based on the current
configuration. Both CloudSim and CloudAnalyst are based
on SimJava [15] and GridSim [16], [17], which treat a
cloud data center as a large resource pool, and consider
only application-level workloads. Tian et al. [18] propose
CloudSched, a novel lightweight simulation tool for real-
time VM scheduling in cloud data centers.

GreenCloud [8] is a relatively new simulator compared
to CloudSim, built on top of the NS2 simulation framework
[12]. GreenCloud was a collaborative project of the Univer-
sity of Luxembourg and North Dakota State University. The
GreenCloud simulator uses a packet level communication
model to simulate complex simulations. iCancloud [9] is
designed to perform large cloud computing simulations
and is built on top of OMNeT++. It allows users to measure
the cost and performance of their applications running on a
variety of hardware. It includes Amazon EC2 and hypervi-
sor support, through which a user can include different pol-
icies and compare results.

GroudSim [19] is a discrete event simulator, developed
using Java as the underlying programming language. It is
designed to support grid and cloud computing. GroudSim
provides a framework to execute complex simulation scenar-
ios that simulate the job execution, cost calculation, and back-
ground workload. This simulator is mainly focused on the
IaaS model of the cloud and provides an extensive frame-
work to support flexible extension for other cloud services.

SimIC [20] is a discrete event simulation tool based on
the SimJava package. SimIC models the inter-cloud activi-
ties that include exchange of services between cloud data
centers. SIMCAN [21] and SIMSANs are OMNeT++ based
simulators, developed to simulate storage networks with
the objective of analyzing network performance and detect-
ing system bottlenecks. These simulators allow researchers
to develop their own algorithms to analyze the performance
on the underlying I/O and network subsystems. SPECI [22]
is designed on SimKit [23] with the goal of simulating large-
scale data centers. EMUSIM [24] is designed on top of
CloudSim and the Automatic Emulation Framework (AEF)
and is targeted towards evaluating the performance of
cloud services. DCSim [25] is designed to allow rapid devel-
opment and analysis of data center management models
largely focused on VM management techniques.

MDCsim [43] cloud simulates the features of large scale
multi-tier data centers. It models power utilization as well
as links and switches connected along with the nodes.
SmartSim [44] uniquely addresses simulation of mobile

cloud applications and considers resource provisioning
and utilization of the mobile device processor as part of
the model.

In summary, the main differences among existing simu-
lators with CloudNetSim++ are described below:

Graphical user interface support. The original CloudSim did
not support a graphical interface. A graphical interface for
limited support for configuration and viewing of results is
supported in CloudAnalyst. The same is the case for Green-
Cloud. CloudSched [45] and iCanCloud on the other hand
allow the entire scheduling process to be viewed via the GUL

CloudNetSim++ is a distributed data center simulator
completely written in C++. It provides an extensive GUI for
researchers to perform in-depth analysis of every single
module including but not limited to routing protocols, link
delays, bit error rate (BER) and system TCP/IP stack and
distributed data centers.

Precision of physical models. Model details about the simu-
lated components, such as servers and network components
effect the precision of the simulation and the validity of the
results. iCanCloud and CloudSched provide the ability of
viewing detailed traces of resource utilization in physical
servers. GreenCloud requires plug-ins to simulate and cap-
ture the packet loss. Physical server models are not pro-
vided in CloudSim.

CloudNetSim++ provides a platform for simulating dis-
tributed data centers with actual physical link properties. A
user can configure a comprehensive set of properties includ-
ing bit error rate, link delay and packet drop rate. Cloud-
NetSim++ supports heterogeneous hardware, and VMs are
assigned based on users’ requests through SLAs. The het-
erogeneity of hardware is handled in terms of three parame-
ters i.e. CPU, memory and hard drive. It also provides the
provision to configure all the systems with the same specifi-
cations or explicitly define different specification for each
individual system/rack by tuning the required parameters
in a configuration file.

Compatibility with real cloud provider interfaces. The iCan-
Cloud and CloudSched simulators use the scheduling speci-
fication models proposed by Amazon EC2. When creating
these models, the EC2 default specifications are used. Simi-
larly public cloud providers allow VM migration features to
satisfy specific objectives, for instance, dealing with the
overload scenario in load balancing applications. In some
application scenarios where migration operations are trig-
gered, CloudSim and CloudSched migrate the requests to
other hosts to comply with predefined configurations.

The pricing module inside CloudNetSIM++ is used to
track the resources consumed by different users and gener-
ate a bill accordingly. The billing mechanism in CloudNet-
Sim-++ is based on the concept used in Amazon EC2.

Parallel experiments and power consumption model. Support
for multiple machines running experiments simultaneously
to perform a task is a novel feature of iCanCloud and is
under development in CloudSched. Power consumption
models enable simulators to compare energy efficient
strategies and energy consumption of components under
research. iCanCloud does not support power consumption
modeling; therefore, E-mc2 is designed on the top of iCan-
Cloud to support a energy model [9]. The energy consump-
tion model implemented in GreenCloud allows the tracing
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TABLE 1

Summary OF Most Commonly Used Simulators
Parameters CloudNetSim++ iCanCloud CloudSim GreenCloud CloudSched MDCSim CloudAnalyst
0os Any Any Any Linux Any Linux Any
Platform OMNeT++ OMNeT++ SimJava NS2 - J2EE CloudSim
Language C++ C++ Java C++/0Tcl Java J2EE/SQL Java
Availability Open source Opensource  Opensource  Open source Open source Open source Open source
Simulation Time Tens of minutes Tens of minutes Seconds Tens of minutes Tens of minutes Tens of minutes Tens of minutes
Graphical Support Extensive GUI GUI Limited Limited GUI Web GUI
Application Models Yes Yes Yes Yes No Limited Yes
Communication Models Real physical network Yes No Yes No Limited No
Energy Model Yes Yes Yes Yes Yes No Yes
Power Saving Mode Yes No Yes Yes No Yes Yes
Distributed Datacenter Model Yes No Yes No No No Yes
VM Support Yes Yes Yes Yes Yes No Yes
SLA Support Yes No Limited No No No Limited
Priorities Traffic Yes No No No No No No
Multiple User Support Yes Yes Yes Yes No Yes Yes
Heterogeneous Compute Node Yes No Yes Yes Yes No Yes

of every single element in a data center. DVFS energy con-
sumption model is proposed in CloudSim with the help of
an extension tool. CloudSched provides power consump-
tion metrics based on specifications suggested by Amazon.
The energy consumption module inside CloudNetSim++
provides complete information of energy auditing at differ-
ent levels inside racks and switches. In addition, according
to our survey most of the cloud simulators are mainly
focused on VM management or applications/performance
of individual data centers. CloudNetSim++ is the first simu-
lator that provides a framework for distributed data center
models. Table 1 shows a detailed comparative analysis of
CloudNetSim++ with six other popular data center simula-
tors iCanCloud, CloudSim, GreenCloud, CloudSched,
MDCSim and CloudAnalyst. Section 3 presents the detailed
architecture and functionality of CloudNetSim++.

3 CLOUDNETSIM++: A TOOLKIT FOR
MODELING AND SIMULATION

CloudNetSim++ is a realistic network simulator that allows
modeling and simulation of geographically distributed data
centers, supporting multiple users, pricing models, energy-
aware scheduling, and VMs consolidation. CloudNetSim++
is developed as an extension of OMNeT++ and uses the
open source INET framework to provide support for differ-
ent communication protocols.

CloudNetSim++ provides an extensive framework
designed using a modular approach that can be extended
with ease and limited effort. It provides an infrastructure
that allows researchers to focus on studying a specific prob-
lem without worrying about the underlying architectural
and communication details. CloudNetSim++ progresses a
simulation through a well-defined time advancement mod-
ule that supports equal and variable interval policy and
allows users to schedule tasks at any interval of time. The
high level architecture diagram of CloudNetSim++ is
shown in Fig. 1. Another benefit of CloudNetSim++ over
CloudSim is the support for modeling transmission links.
CloudSim 3.0 does not support transmission links and only
uses bandwidth that leads to the following issues.

1) It does not support transmission congestion and real-
istic delays/latency based on current network load.
Without transmission link, the size of packet sent/
received between switches and host may exceed the
transmission capacity.

Cannot incorporate the aggregate and collective
effects of traffic sent and received by multiple hosts
sharing a single network link and path.

Power consumption of links and routing nodes can-
not be measured.

CloudNetSim++, on the other hand, supports a simula-
tion model of real physical network characteristics that
caters network congestion, packet drops, bit error, and
packet error rates. Researchers can define or modify physi-
cal characteristics of communication links to model realistic
inter and intra-data center communication.

CloudNetSim++ is designed based on the compound
module feature available in OMNeT++. The detailed work-
ing of compound module is available in [35]. The servers
and routers are built using a modular approach. Research-
ers can link their own protocol schemes at different levels.
In case of routers the physical and network layer is available

2)

3)

Users

&

Internet
Cloud

Data
center

Data
center

Data
center

Fig. 1. High level architecture.
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for the users and energy module for network elements is
implemented as an extension of the network layer.

The application layer supports multiple applications run-
ning concurrently and communicating with other servers.
The available application level protocols are HTTP, FIP,
UDP and TCP. The nodes within CloudNetSim++ use
DHCP to acquire dynamic IP addresses. The network layer
inside servers and routers includes Address Resolution Pro-
tocol (ARP). This allows flexible increase in the number of
servers and routers with ease and little effort.

CloudNetSim++ provides a framework for modeling and
simulation of cloud infrastructure that allows simulation of
geographically distributed data centers connected with a
high speed network. The user requests services through
SLA. The SLA includes service quality and other parameters,
such as security, trust, obligation (service start, and end
time), penalty, and required resources. Based on the SLA
parameters, requested VMs are assigned to the end users.
The Virtual Machine Manager (VMM) module is responsible
for ensuring all of the requirements stated in the SLA.

Cloud computing data centers are increasingly popular
for the provisioning of computing resources. These resour-
ces are billed on consumption. Therefore, efficient utiliza-
tion of allocated resources is highly desirable for the end
users. In CloudNetSim++, end users select the scheduling
model used for incoming traffic, such as priority based and
first-come-first-serve. This gives the user complete control
over the allocated resources and helps in reducing the over-
all cost. At the time of SLA agreement, the user can specify
the criteria for resource release. The available stopping crite-
ria include:

1) User can release the assigned resources at any
instant of time by sending a Service Termination
Request (STR) message

2) Resources are assigned for a fixed time interval. On
expiration, notification is send to the end user. This
criteria allows users to keep using the assigned
resources but billing cost includes the over usage
cost plus the penalty defined in the SLA.

CloudNetSim++ provides access and location transpar-
ency to users as all of the traffic is managed through a cen-
tralized control mechanism. The CloudNetSim++ provides
a framework to model multiple heterogeneous data centers.
Here the term heterogeneous means that the numbers of
VM hosts at each node, number of compute nodes in each
rack, CPU, memory, storage capacity, and number of racks
within each data center may vary. The cloud provider can
configure these parameters through a simple user interface.

In CloudNetSim++, an energy computing module is
placed at compute nodes and switches, which is used to
compute energy consumption at different modules within
data centers and the cloud. One of the objectives of Cloud-
NetSim++ is to provide a platform to analyze the energy
consumed at different components of distributed data cen-
ters. In CloudNetSim++, computing servers are the process-
ing nodes. Each server has a computing power defined in
terms of Million of Instructions Per Second (MIPS). A com-
plete model of a data center is implemented where nodes
are connected within racks using Top of the Rack (ToR)
switches. These ToR switches are connected to aggregate

<4

| Pricing Policy Manager
SLA/Request Response /
Task |

Cloud Usage Monitor

Task Scheduling Selection Module

VM Manager

User Task/Job Schedular

o &

User Interface to Cloud

Datacenter site A

Datacenter site B

Fig. 2. Architecture of the CloudNetSim++ simulation environment.

switches; similarly aggregate switches are connected to core
switches. The delay and Bit-Error-Rate is defined for each
communication link. Finally, several geographically distrib-
uted data centers are connected to each other through sev-
eral topologies. The module level diagram of the centralized
interface is shown in Fig. 2.

The salient features of CloudNetSim++ are as follows:

e Geographically Distributed Datacenter GDC: Cloud-
NetSim++ provides an extensive framework to
simulate geographically distributed data centers net-
worked together with the ability to control local and
wide-area link parameters. The total number of data
centers can be varied with ease.

e VM Manager VMM: The VM Manager module is
responsible for VM assignment. It resides at the
cloud interface and performs VM assignments based
on received SLA requests. This module is responsi-
ble for VM consolidation, releasing of resources
upon users’ request or timeout. CloudNetSim++ cat-
egorizes users tasks into computation, communica-
tion intensive or hybrid. The VMM uses all these or
other features (defined in SLA) for allocating VMs.

e User Task Scheduler UTS: The UTS receives all the
incoming user traffic and directs it to the allocated
VMs. While defining the SLA, users can select the
scheduling algorithm from the existing set of algo-
rithms for its incoming traffic.

e Energy Utilization EU: This module is placed at every
VM compute node. It is responsible for calculating the
energy consumed based on users’ tasks. This module
supports both Dynamic Voltage and Frequency
Scaling, and Dynamic Network Shutdown - DNS.
CloudNetSim++ measures the energy consumption
atevery VM, compute node, and data center.

Detailed features of CloudNetSim++ are explained below:

Service level agreement (SLA). A SLA is negotiated between
a user and the resource provider and guarantees the avail-
ability of services during a specified time period. The SLA
includes the number of resources, security, obligation, pen-
alty and pricing. A vital parameter of SLA is QoS. The ser-
vice provider must provide QoS that is continuously being
monitored and deal with any perturbation that may happen
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[28]. The detail of SLA parameters available in CloudNet-
Sim++ are discussed below.

1)  Security: CloudNetSim++ provides different levels
of security. The VM manager uses this parameter to
assign VMs on user request. Each data center pro-
vides a different level of security, based on location.

2) Trust: This factor is used while outsourcing user
requests; researchers can extend CloudNetSim++ to
incorporate data centers that belong to third parties.

3) Obligation: Two schemes are defined. A user can
select a service for a limited time period after which
services are automatically stopped, resources are
released and the user is notified. In the other Pay-
as-you consume’ scheme services can be used for
longer time periods.

4)  Additional cost: This parameter indicates the addi-
tional cost a user needs to pay in case of a SLA
breach or violation.

5)  Required resources: This parameter is used to define
the number of resources required in terms of CPU,
disk, memory or the number of required VMs.

6) Task Scheduling Algorithm: A user can select the
scheduling algorithm used for processing incoming
traffic. This feature is especially made available for
researchers so that they can incorporate and analyze
their own scheduling algorithms on different data
centers.

7)  Dependent/Independent resources: A user can
define the characteristics of the requested resources,
either dependent or independent. In case of depen-
dent resources, the requested VMs can communicate
with each other, therefore they are placed either on
the same node or inside the same rack or at least
inside the same data center to minimize the commu-
nication overhead.

8) Max peak load per VM: This parameter is used to
define the max peak load for each VM. The VM man-
ager uses this parameter along with other parame-
ters for VM consolidation and migration.

9) Pricing policy: A user can select a pricing model as:

a) Lowest pricing - The most economical resources
are required to host services. At the same time all
other parameters must kept intact.

b) Deadline based - This policy specifies that all the
incoming tasks are deadline dependent, and
must be completed within a specified time. In
this case pricing would be on the higher side.

c)  Energy based - This policy means that the tasks are
not deadline based; therefore, the resources can be
assigned to minimize the energy consumption.

Pricing policy manager. This module calculates the billing
cost for each individual user according to the agreement. It
tracks the resources and timespan. The billing cost is calcu-
lated based on the resources occupied for the duration of
time. CloudNetSim++ provides a user interface where cloud
providers can set the billing rate per unit time for every data
center based on its geographical location. The initial pricing
policy is set close to the pricing plan of Amazon EC2 [3], [29].

Multi-tenancy. CloudNetSim++ provides a framework
that allows multiple users to request resources. These

resources are requested through SLA Request (SLA-R) mes-
sage. Each user can request different numbers of virtual
machines to run his application. The resource scheduler
assigns resources keeping in view all of the SLA parameters.
The SLA parameters are discussed shortly. In case of
unavailability of resources, the SLA request message is put
into the queue to serve later.

Energy consumption. The goal of the cloud computing par-
adigm is to utilize the computing power of data centers,
which is considered as a replacement for office-based com-
puting. However, to process a large amount of data, a sig-
nificant amount of energy is required that is utilized by the
switches, communication links, and cooling equipment. The
energy consumed by the computing servers is around 30
percent; whereas, the rest of the energy is consumed by the
network and cooling equipment [8], [30]. To efficiently uti-
lize the resources to minimize energy consumption, several
techniques are adopted, such as sleep scheduling and virtu-
alization [11]. In CloudNetSim++, we present flexible data
center models and compute detailed energy utilization of
three components: (a) servers, (b) communication links, and
(c) the data center network interconnects, such as router
and switches. CloudNetSim++ also introduces the concept
of distributed data centers, connected via highspeed physi-
cal network, where simulation of geographically distant
data centers can be carried out by connecting the core nodes
of these data centers through various topologies, while
inside each data center, different architectures can be used.
CloudNetSim++ allow researchers to explore different
aspects of data center models through diverse traffic pat-
terns. CloudNetSim++ is the first distributed data center
simulator, developed over OMNeT++ and uses real physi-
cal network for communication. In CloudNetSim++, com-
puting servers are the processing nodes. Each server has a
computing power defined in terms of millions of instruc-
tions per second (MIPS). The complete model of a data cen-
ter is implemented where racks are connected with ToR
switches. These ToR switches are further connected with
aggregate switches; similarly aggregate switches are con-
nected with core switches. Finally, several geographically
separated data centers are connected to each other through
several network topologies.

CloudNetSim++ provides a user interface for defining
computing servers for each rack. Each computing server is
composed of multiple modules. Researchers can execute
different applications depending on their requirements at
the application module. OMNeT++ supports applications
through its UDP, TCP, and HTTP classes. Researchers can
generate different types of traffic using these classes. All
other OMNeT++ features and frameworks developed using
OMNeT++ can easily be incorporated in CloudNetSim-++
with limited effort. In CloudNetSim++, energy model is
incorporated inside every computing server. This energy
model is implemented in a standalone module termed
EStandardHost. To use this, a researcher must inherit their
computing machine modules through EStandardHost. Simi-
larly, energy modules of router are implemented in ERouter
module and all of the routing and switching devices are
inherited from ERouter module. CloudNetSim++ at the
application layer allows the user to generate traffic at con-
stant or random intervals. In CloudNetSim++, tasks are
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generated though the user module, which are scheduled on
different data centers depending on their computing
requirement.

As stated in [8], [30], the idle server consumes 66 percent
of energy. This energy is utilized in handling different mod-
ules of a computing system, i.e., memory, disk and I/O. The
level of power consumption increases linearly with increase
in workload. Therefore, this requires a central scheduler
that can schedule tasks on different computing servers and
efficiently utilize the energy. The energy aware scheduler is
connected with core switches to distribute user tasks. The
power management can be achieved with Dynamic Voltage
Frequency Scaling - DVFS technique. In DVFS, switching
power in chip de-creases proportional to where V = voltage
and F = switching frequency. Although frequency down-
shift would result in decrease in voltage, but there are cer-
tain components which are not linked with frequency, such
as bus, memory and disk. The average power consumption
is stated as below:

Pzpc-‘rCPUf*f. (@)

Initially DVS was used for power optimization, but this
could downgrade the transmission rate [10]. Therefore, the
options for transmission rate that can be utilized inside data
centers are 10 Mbps, 100 Mbps, or 1 Gbps. As stated in [8],
the energy consumed by a switch can be expressed as:

R

Pswitch = P{zhassis + Niinecard * Ijlineca'rr] + § N * PT7 (2)
=0

where:

Piten, : Power consumed by switch hardware,

Piinecara : Power consumed by an active network line card

P, : Power consumed by a port (transceiver) running at
the rate r, and

n(,y : Number of port running at rate r

As indicated in above equation, only the last component
is dependent on transmission rate, whereas the rest are
independent. In case there is no transmission, the switch
still utilizes power. This can be prevented by turning off the
switch or using a sleep mode technique. CloudNetSim++
implements the energy consumption model as indicated in
equation (2). In CloudNetSim++ we present a distributed
data center model, where data centers are located at differ-
ent geographical locations; and each data center may imple-
ment a different architecture. In this paper, our focus is on
distributed three-tier architecture. CloudNetSim++ pro-
vides several options of connecting remotely located data
center networks using a variety of components and topolo-
gies. Currently, the mesh, star, and ring topologies are sup-
ported. As an extension of CloudNetSim++, we would like
to incorporate other data center models, such as BCube [31]
and DCell [32] to introduce the concept of distributed
energy aware scheduling between dissimilar architectures.

VM migration policy. Virtualization is widely used due to
the benefits it offers including resource management, alloca-
tion and hardware utilization. A virtualization allows sev-
eral operating systems to run on a single server
simultaneously. It is easy to manage and deploy. A virtual
machine (VM) is a software implementation that is

independent of underlying hardware; this makes it easy to
migrate from one server to another. The VM migration is
performed to efficiently utilize hardware and dynamically
handle growing users requirements. There are two modes
involved in VM migration: 1) offline and 2) live migration.
The offline migration causes more delay, as it is based on
suspend and resume operation; whereas, live migration is
based on pre-copy method.

CloudNetSim++ supports live virtual machine migration
technique. Here we need to define a few terms necessary to
understand the algorithm:

h; : Compute Node i

H,, : All Compute Nodes

vm,; :Virtual Machine j

UsPy : kth user preference defined through SLA

h;w; : workload on host ¢

e; : energy consumption at host ¢

list,, : list of VMs for migration

listy: list of potential servers

wy: workload factor

In CloudNetSim++, migration is implemented through
two modules, i.e., VM selection and server selection. The
first module is responsible for selecting the VM for migra-
tion and latter module selects the target server. In this
migration mechanism, the centralized load manager keeps
track of all the VMs, their workloads (h;w;), energy con-
sumption (e;) and workload factor (wy) of simulation model.
VMs are assigned based on user request; multiple users can
have VMs co-located on the same node depending on the
type requested. Each node h; can hold up to N VMs, ie.,
(vmg, vmy, ..., vm,). Therefore, the selection of VM for
migration (vm; from node h; to migrate to h;) is dependent
on preference criteria (UsP;). A preference is given to the
user whos vm is already executing on hy; thus, reduce the
VM-to-VM communication traffic. This approach is termed
as co-location of communicating VMs [40] . The VM man-
ager ensures that the migration does not violate SLA. There-
fore, the server selection module generates a list of servers
that can accommodate VMs. The VM manager filters the list
based on the user requirement defined in terms of SLA. On
the filtered list, a first fit scheduling algorithm is used to
find a place for the migrated VM. Users can incorporate
their own selection algorithms (by overriding the function
call VMServerSelectionPolicy). The other technique is load
based migration; where the load per node is monitored to
handle the peek workload by migrating VMs to a different
node. CloudSimNet++ offers a handy VM migration
module for the researchers to implement their own VM
migration techniques (override the function called VMMi-
gratePolicy) to observe the details of the overall performance
and energy consumption. In our default VM migration tech-
nique, we focus on the workload consolidation mechanism
to achieve energy efficiency (see Table 2). The VM manager
monitors the workload of each VM by inspecting their input
queues and invokes the VM migration module based on the
workload. The migration module is also invoked when a
new VM request is received or at the exit of the VM, to con-
solidate the VMs on a minimum set of machines and to
reduce the energy consumption. Currently CloudNetSim++
does not support dynamic addition of servers but we plan
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TABLE 2
VM Migration Algorithm

VM Placement Algorithm

Step 1: VM Selection
foreach h; in H,, do
if hjw; > wy or e; then
foreach vm; in h; do
list, < vm;. based on UsP,
loop end
endif
loop end
Step 2: Host Selection
foreach h; in H,, do
foreach vm; in list, do
if h; accommodate vm; then
listh — hi
loop end
loop end
loop end
Step 3: Migration Policy
foreach h; in list;, do
if h; fulfil Us P, for vm; then
migrate h; «— vm;
remove vm; from list,
endif
loop end
if list, count > 0
goto step 1, reselect vm for migration
end if

to implement a VM migration algorithm invoked on addi-
tion of servers in the future.

4 CLOUDNETSIM++: FORMAL
VERIFICATION AND PERFORMANCE
EVALUATION

CloudNetSim++ is designed to offer comprehensive cloud
functionality and capabilities to its users to help them in
understanding different aspects of cloud computing envi-
ronments. Users can simulate experiments by changing
infrastructure configuration through the omnet.ini file. To
demonstrate the functionalities of CloudNetSim++, differ-
ent set of experiments are conducted as examples and the
results obtained using CloudNetSim++ are presented in
this section.

4.1 CloudNetSim++ Formal Verification

Verification is the process of demonstrating the correctness
of an underlying system. To determine the correctness of the
model or a system, two parameters are required: (a) specifi-
cation and (b) properties (that determines the correctness)
[36]. In this study, we use bounded model checking [37] tech-
nique to perform the verification of CloudNetSim++, using
SMT-Lib and Z3 solver.

4.1.1  High Level Petri Nets

Petri nets are very useful for mathematical and graphical
modeling of wide range of systems [38]. In this work we
have used a variant of conventional Petri nets, termed as
High-Level Petri Nets (HLPN) for the formal modeling of

CloudNetSim++. The HLPN is a 7-tuple structure repre-
sented as: N = (P, T, F, ¢, R, L, M) where:

1)  P:refers to a set of places.

2)  T:is the set of transitions such that PNT = ¢.

3) F: refers to the flow relation such
FC(PxT)U(TUP).

4)  ¢:is amapping function used to map P to data types.

5)  R:defines the transition rules used to map 7’ to pred-
icate formulas such that R : 7' — Formula.

6) L: defines a label that is used to map F' to labels
(L : F — Label).

7)  MO: is the initial marking such that M : P — Tokens.

The HLPN models can efficiently represent the static and
operational semantics of the system. The first three variables
in the tuple (P, T, F') represent the static aspects, while the
operational semantics are represented by (¢, R, L). The pre-
conditions and post-conditions are specified to determine
the flow of the system. Once the pre-condition(s) are met,
the transitions are fired, causing post conditions to execute.
In HLPN, places can have tokens of different types and can
also be a cross product of two or more types, the places are
mapped to the types: ¢(P;) =Boolean, ¢(P;) =ID, ¢(P) =
P(Integer), and ¢(P;) =Char. The set P = {P,, P>, P;, P;}
and T = {t1 , ta, t3}.

that

4.1.2 SMT-Lib and Z3 Solver

Satisfiability Modulo Theories (SMT) is an area of auto-
mated deduction for checking the satisfiability of formulas
over some theories of interest and has the roots from Bool-
ean Satisfiability Solvers (SAT) [36]. The SMT-Lib is an inter-
national initiative that provides a standard benchmarking
platform that works on common input/output framework.
In this work, we used Z3, a high performance theorem
solver and satisfiability checker developed by Microsoft
research [39].

4.1.3 Modeling, Analysis, and Verification

The HLPN model for the CloudNetSim++ is shown in
Fig. 3. The model starts when the user requests the sched-
uler for the resources. The scheduler evaluates the request
and decides whether to grant or deny the resources
requested in the message.

The transition Reg-F is mapped on to the formulas that
represent the scenario, where the resource request is denied.
The requests are denied (a) if the resources requested by the
user are unavailable or (b) if the available resources are less
than the resources requested, as shown in (3). Alternatively,
the transition Reg-S depicts the successful execution of the
request, where the scheduler grants the request (shown in
(4)) is mapped on to the formulas if the demand and avail-
ability of resources are matched, then the request is granted
by the scheduler, as

R(Req — F) =Ver € Chk — Req e cr # NULLA
Yor € Val — Res | or[1] = er[2] V er[3] > vr[3]A
Chk — Req = Chk — RegA

Val — Res' = Val — Res

(3)
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Fig. 3. The HPNL model for CloudNetSim++.

R(Req — S) =Ver € Chk — Req e cr # NULLA

Yor € Val — Res|Fvr[l] = cr2] V er[3] < vr[3]A

Vrrt € Req — Res — T | rrt[5] := TrueA

rrt[2] := cr[2) Arrt[3] := er[8] Arrt[4] =

cr|9] A rrt[6] := 4)
VM — Assignment(rrt[1], cr[2])A

Req — Res —T'

= Req— Res — T

U {(rrt[1], rre[2], rrt[3], rrt[4], rre[5], rrt[6]) }.

As soon as the request is granted by the scheduler, the
user can send tasks to the scheduler to allocate resources.
The next transition Tas-Alloc is mapped on to the rules,
where the scheduler receives the task from the user. In (5),
the scheduler first authenticates the user. Once the user is
verified, then the user id (encapsulated within the task mes-
sage) is exploited to route the tasks to the assigned VM(s).

R(Tas — Alloc) = Vgr € Get — Rq A Vgq

€ Get — Q

® (94[5] = True A gq[1] = gr[1] A gq[2] = gr(2])
— Vgt € Get — T |

gt[4] = gq[1] AVats € Alloc — T — Sc| ats[1]
= gt[1] A ats[2] := gt[3]A

ats[3] = gt[2] A ats[4] := gr[8] A ats[5]

= gr[9] A ats[6] := gr[2]A

ats|7] := gt[1]A

Alloc —T — S¢ = Alloc — T — Se

U {(ats[1], ats[2], ats[3], ats[4],

ats[b], ats[6], ats[7])}

(5)

Meta_data

Req_S

eq_F

Meta_data ; :Meta,data
Meta_data

Meta_data

Resources

Meta_data

Compute

Meta_data
Nodes

Meta_data
Ty

Tas_Asn

Meta_data
Meta_data

Tas_Alloc

Meta_data Meta_data

Res_Rel

The transition Tas-Asn explains the process of assigning
the tasks on to the compute nodes, as in (6). The compute
nodes are scrutinized to execute the tasks based on the
required VM configuration, such as CPU, hard disk, and
memory requirement,

R(Tas — Asn) = Vgs € Get — Spec AVasn

€ Asn —t AVau € AuthA

gs[1] = au[l] — asn[7] := au[6] A asn[2]

= gs[1] A asn[3] == gs[2]A

asn[d] := gs[3] A asn[5] := gs[4] A asn[6]

= gs[b]A

Asn —T' = Asn—T

U {(asn[1], asn[2], asn[3], asn[4], asn[5], asn[6]}.

(6)

The last transition Bill depicts process of notifying the
user about the dues payable by the user. As shown in (7),
when the user generates a request for the resource release,
then the scheduler releases the resources along with the bill
payable by the user to the cloud. The dues are calculated
based on the SLA between the user and the cloud,

R(Bill) =VYgu € Get — U AVgi

€ Get — I @ Res

— Release(gu[l]) = True —

gu[7] == Bill(gi[6])A

Get —U' = Get — U

U {(gul1], gu[2], gu[3], gu[4], gu[5], gu[6], gu[7])}.

(7)

To perform the verification process, the HLPN model is
first translated to the respective SMT code. As stated above,
to analyze the correctness of the model or the system, some
properties must be specified. In the said perspective, the
two properties we verified are (a) Request Verification (the



MALIK ET AL.: CLOUDNETSIM++: A GUI BASED FRAMEWORK FOR MODELING AND SIMULATION OF DATA CENTERS IN OMNET++ 515

Exec. Time
0.25 4

Request Verication

Task Verification

Fig. 4. Execution time for request and task verification properties.

TABLE 3
Machine Specification

Parameters Value
CPU(s) 4
Thread(s) per core 2
Core(s) per socket 2
CPU family 6
CPU MHz 1801.000
Memory 4 Gb

CPU usage

CPU Usage (%)
.
G

N
o

5

0
30 60 90 120 150 180 210 240 270 300 330 360 390 420 450 480 510 540 570 600
Number of Servers

Fig. 5. CloudNetSim++ CPU usage.

resources allocated are according to the request or not) and (b)
Task Verification (tasks are routed to the specified compute
nodes or not). To prove the correctness of the model, the Z3
solver must not find any values (or combination of values)
that violates the aforesaid properties. As stated above, we
used bounded model checking approach for the verification
of our system. In our case, the execution time (shown in Fig. 4)
serves as a bound, which means that after the bound (execu-
tion time) the solver was unable to find any counter example
to prove that the properties are not satisfied.

4.2 CloudNetSim++ Overhead Evaluation
To measure the CPU and memory usage, we conducted a
series of tests by varying the number of nodes. In this experi-
mental setup, two data centers are deployed at distant loca-
tions and all the nodes are symmetrically distributed across
these data centers. The overhead is measured as the total
delay in instantiating the simulation environment, CPU, and
memory usage at the time of constructing a GUI. The profiling
of CloudNetSim++ is carried out using linux top command to
monitor the resources usage while constructing a GUL

The machine specification on which the is conducted is
shown in Table 3, and results of CPU, memory, and time
are shown in Figs. 5, 6 and 7. We observed that the CPU

Memory Usage (%)

6
4
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Number of Servers

Fig. 6. CloudNetSim++ memory usage.

80

60

40

: 11
0.-Illll

30 60 90 120 150 180 210 240 270 300 330 360 390 420 450 480 510 540 570 600
Number of Servers

Time (sec)

Fig. 7. Delay to construct enriched GUI.
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Fig. 8. Request response delay by varying the number of users.

and memory usage grow in steps when the number of hosts
are varied in the experiment. The CloudNetSim++ provides
a rich GUI and the obtained results illustrated that the time
to instantiate an experiment setup with 600 hosts is around
150 s. This is a one-time overhead, at the time of initialization.

The other overhead parameters, CPU, and memory
usage revealed that CloudNetSim++ consumes minimal
amount of CPU and memory.

4.3 CloudNetSim++ Users Scalability Evaluation

CloudNetSim++ supports multiple concurrent users. The
user sends a request to the centralized cloud Access
Point (CAP) or centralize scheduler indicating the number
of required resources. The CAP executes its resource
assignment algorithm to allocate the requested resources.
CloudNetSim++ provides a complete access and location
transparency to the end users. The users are unaware of the
location of nodes executing their jobs. The first experiment
is conducted to measure the delay of requested resource
assignments by varying the number of users. The delay
measured in a CloudNetSim++ is shown in Fig. 8. This
delay includes the time when the request is initiated by the
user, and either the positive or negative response is
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TABLE 4
Resource Requested
Type of Resources Requested
VMs 2
Scheduling algorithm FCFS
Pricing policy Lowest
Priority VMs 01
Resources requested for time 60 minutes
Hard disk 100 GB
RAM 1GB
TABLE 5
Lowest Pricing Policy
VMs  Memory  Storage Price
1 1GB 100 GB $0.10 per Hour
1 2GB 100 GB $0.20 per Hour
2 4GB 100 GB $0.40 per Hour
4 4GB 100 GB $0.80 per Hour
8 4GB 100 GB $1.60 per Hour
TABLE 6
Priority Pricing Policy
VMs Memory Storage Price
1 1GB 100 GB  $0.20 per Hour
1 2GB 100 GB  $0.40 per Hour
2 4GB 100 GB  $0.80 per Hour
4 4GB 100 GB  $1.60 per Hour
8 4GB 100 GB  $3.20 per Hour

generated from the CAP module. In this experimental
setup, each user requested the same number of resources;
the requested resources are shown in Table 4. The delay in
fulfilling the request increases with increase in the number
of users, but the delay is still significantly less than a second.
The experiment is conducted where up to 40 users generate
a request concurrently and the max delay obtained is
0.00023 s.

4.4 CloudNetSim++ Pricing Scheme

CloudNetSim++ provides different pricing schemes. It cate-
gorizes data centers on lowest and highest priority schemes.
During SLA, the user can request for highest, lowest pricing
VMs, or hybrid pricing scheme. The pricing table of lowest
and highest pricing data centers is shown in Tables 5 and 6.
These pricing values are configurable and a user can change
the values according to their requirements. This pricing
table is available in pricing.policy file inside CloudNetSim++.

4.5 CloudNetSim++ Energy Module

CloudNetSim++ energy module computes the energy of
individual components as well as the complete cloud infra-
structure that includes servers, access, aggregate, and core
switches. The energy is measured by executing the work
load on multiple data centers. For the simulation, a real data
center workload comprising of 22,385 jobs (around 128,000
tasks) is used. The data center workload is obtained from
the Center for Computational Research of State University

TABLE 7

Simulation Parameters
S.no. Parameters Value
1 Inter-Data Center (DC) topology Star/Mesh
2 Intra-DC topology three-tier
3 Inter-DC link 100 Gbps
4 Data center to data center link (Bit Error Rate) 10~
5 Core to aggregate link 10 Gbps
6 Aggregate to access link 1 Gbps
7 Access to servers link 1 Gbps
8 Core to aggregate link (BER) 10712
9 Aggregate to access link (BER) 10712
10 Access link to computing servers (BER) 107
11 Packet size 1,500 bytes
12 Core nodes 8
13 Aggregate nodes 16
14 Access nodes 256
15 Computing server 2,200 - 9,000
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Aggregate
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~
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b). Inside data center

Fig. 9. Energy consumption a). multiple data centers b). inside data center.

of New York at Buffalo for evaluation purpose. The data
center workload falls into two categories: (a) homogeneous
and (b) heterogeneous resources. The resources in homoge-
neous systems are similar in terms of size and capacity, in
which a job executes in similar capacity, whereas the resour-
ces in heterogeneous system are organized with different
specification. The workloads were collected during a 30-day
time period from February 20, 2009 to March 22, 2009 [33].
The other simulation parameters are shown in Table 7, and
the calculated energy consumption is shown in Fig. 9.

CloudNetSim++ is designed using a modular approach,
where each of the modules can easily be replaced with cus-
tom modules. This is one of the features of CloudNetSim++
offered to the research community.

Fig. 10 shows the inside view of “Distributed DataCenter”,
where different data centers are shown connected with net-
work topology and the right side of Fig. 10 shows the in-
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Fig. 10. Detailed view of data centers inside CloudNetSim-++.

depth view of data centers, their architecture, switches, and
racks. Finally, Fig. 11 shows the inner arrangement of racks,
number of servers connected within the racks. During simu-
lation, CloudNetSim++ shows the complete flow of packets
and the user can debug or inspect the values of the various
parameters.

5 CONCLUSION

In this paper, we presented CloudNetSim++, a comprehen-
sive cloud simulator designed for fine-grained network
analysis to meet the users requirements. CloudNetSim++ is
easy-to-use and efficient cloud computing modeling and
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simulation toolkit. CloudNetSim++ provides a rich GUI,
energy module, VM migration, and distributed data center
framework. It also supports distributed data centers and
provides a mechanism to connect the data centers with dif-
ferent network topologies. CloudNetSim++ is a collabora-
tive effort between researchers associated with different
schools, where the researchers are constantly working to
improve the simulator by incorporating different schedul-
ing and VM migration algorithms. The unique features of
CloudNetSim++ includes its support for researchers to
incorporate their own algorithms. CloudNetSim++ provides
a wide spectrum of cloud components, such as processing
elements, storage, networking, Service Level Agreement,
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Fig. 11. Internal view of data centers inside CloudNetSim++.
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scheduling algorithms, fine grained energy consumption,
and VM consolidation algorithms. The other core feature
includes an energy computation module that provides a
detailed and fine grained analysis of energy consumed by
each component. The correctness of CloudNetSim++ is per-
formed through formal modeling, analysis, and verification
using High-level Petri Nets, Satisfiability Modulo Theories,
and Z3 solver.
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