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Job scheduling is one of the most crucial components in managing resources, and efficient execution of big data applications. Specifically, scheduling jobs in a cloud-deployed cluster are challenging as the cloud offers different types of Virtual Machines (VMs) and jobs can be heterogeneous. The default big data processing framework schedulers fail to reduce the cost of VM usages in the cloud environment while satisfying the performance constraints of each job. The existing works in cluster scheduling mainly focus on improving job performance and do not leverage from VM types on the cloud to reduce cost. In this paper, we propose efficient scheduling algorithms that reduce the cost of resource usage in a cloud-deployed Apache Spark cluster while improving job performance. We incorporate both exact and heuristic-based approaches in our proposed algorithms. Besides, the proposed scheduling algorithms are online and adaptive to cluster changes. We have also implemented the proposed algorithms on top of Apache Mesos. Furthermore, we have performed extensive experiments on real datasets and compared to the existing schedulers to showcase the superiority of our proposed algorithms. The results indicate that our algorithms can reduce resource usage cost up to 34% under different workloads and improve job performance.
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1 INTRODUCTION

Big Data processing has become crucial due to massive analytics demands in all the major business and scientific domains such as banking, fraud detection, healthcare, demand forecasting, and
scientific explorations. Data processing frameworks such as Hadoop\(^1\), Storm\(^2\), and Spark\(^26\) are the most common choice when it comes to big data processing. Large organisations generally run private compute clusters with one or more big data processing frameworks on top of it. As public cloud services can provide infrastructure, platform, and software for storing and computing of data, it is also becoming popular to deploy the big data processing clusters on public clouds. However, scheduling these big data jobs can be difficult in a cloud-deployed cluster since the jobs can be of different types such as CPU-intensive, memory-intensive, and network-intensive. Moreover, various types of Virtual Machines (VM) instances available on the cloud make it difficult to generate cost-effective scheduling plans. Therefore, in this paper, we propose efficient job scheduling algorithms that reduce the cost of using a cloud-deployed Apache Spark cluster while enhancing job performance.

To demonstrate the effectiveness of our scheduling algorithms, we have chosen Apache Spark as our target framework because it is a versatile, scalable and efficient big data processing framework and is rapidly replacing traditional Hadoop-based platforms used in the industry. Spark utilises in-memory caching to speed up the processing of applications. The resource requirements of a Spark job can be specified by using the number of required executors for that particular job, where each executor can be thought of as a process, having a fixed chunk of resources (e.g., CPU, memory and disk). However, different jobs can have varying executor size requirements depending on the type of workloads they are processing. Therefore, jobs exhibit different characteristics regarding resource dependability.

The default scheduling mechanism for Spark job scheduling is First in First Out (FIFO)\(^3\), where each job is scheduled one after another. If no resource limit is set, one job might consume all the resources in the cluster. On the other hand, if the user sets a limit on the required resources of a job, the remaining resources can be used to schedule the next job in the queue. In addition to the FIFO scheduler, a Fair Scheduler is also available to prevent resource contention among jobs. Both of these schedulers place the executors of a job in a round-robin fashion in all the Virtual Machines (VMs)/worker nodes for load-balancing and performance improvement. However, when a cloud-deployed cluster is not fully loaded with jobs, round-robin executor placement leads to resource wastage in all the VM. Most of the existing scheduling techniques focus on Hadoop-based platforms\([1, 13, 19, 24]\). Nevertheless, these mechanisms cannot be directly applied to Spark job scheduling as the architectural paradigm is different from in-memory computing frameworks. A very few works have been done to tackle the scheduling problem of in-memory computing-based frameworks like Apache Spark\([3, 4, 12, 18]\). However, most of these works assume the cluster setup to be homogeneous (there is only one type of VM instance for all the worker nodes) thus fail to make the scheduling technique cost-efficient from a cloud perspective.

In this paper, we formulate the scheduling problem of Spark jobs in a cloud-deployed cluster as a variant of the bin-packing problem. Here, our primary target is to reduce the cost of VM usage while maximising resource utilisation and improving job performance.

In summary, our work makes the following key contributions:

- We propose two job scheduling algorithms. The first algorithm is a greedy algorithm adapted from the Best-Fit-Decreasing (BFD) heuristic, and the second algorithm is based on Integer Linear Programming (ILP). Both of these algorithms can improve cost-efficiency of a cloud deployed Apache Spark cluster. Besides, our proposed algorithms also improve resource utilisation and enhance job performance.

---
\(^1\)http://hadoop.apache.org/
\(^2\)http://storm.apache.org/
\(^3\)https://spark.apache.org/docs/latest/job-scheduling.html#scheduling-across-applications
We develop a scheduling framework by utilising Apache Mesos [9] cluster manager and this framework can be used to implement scheduling policies for any Mesos supported data processing frameworks in addition to Spark.

We implement the proposed algorithms on top of the developed scheduling framework.

We perform extensive experiments with real applications and workload traces under different scenarios to demonstrate the superiority of our proposed algorithms over the existing techniques.

The rest of the paper is organised as follows. In section 2, we discuss the background of Apache Spark and Apache Mesos. In section 3, we describe the existing works related to this paper. In section 4, we show the motivating examples and formulate the scheduling problem. In section 5, we demonstrate the implemented prototype system. In section 6, we evaluate the performance of our proposed algorithms, show the sensitivity analysis of various system parameters and discuss the feasibility of our proposed algorithms. Section 7 concludes the paper and highlights future work.

2 BACKGROUND

We use Apache Spark as the target big data processing framework and Apache Mesos as the cluster manager where we implement our scheduling policies. In this section, we briefly introduce the basic concepts, system architecture, resource provisioning and scheduling mechanisms in these two frameworks.

2.1 Apache Spark

Apache Spark is one of the most prominent in-memory big data processing frameworks. It is a multi-purpose open-source platform with high scalability. Spark supports applications to be built with various programming languages like Java, Scala, R, Python etc. Besides, extensive and interactive analysis can be done using the available high-level APIs. Furthermore, a variety of input data sources like HDFS [17], HBase [5], Cassandra [14] etc. are supported by Spark. It outperforms traditional Hadoop-MapReduce based platform by conducting most of the computations in memory. In addition, results from the intermediate stages are cached in memory for faster data re-processing. Spark uses Resilient Distributed Dataset (RDD) [25] for data abstraction which is fault tolerant by nature. A Spark cluster follows a Master-Worker model, where there should be at least one Master node and one or more Worker node. However, multiple master nodes can be used by leveraging ZooKeeper [10]. From a cloud perspective, each master/worker node can be deployed in a cloud VM.

Spark has its default standalone cluster manager which is sufficient to deploy a production-grade cluster. Moreover, it also supports popular cluster managers like Hadoop Yarn [20], Apache Mesos [9] etc.

When a Spark job/application is launched in a cluster, the Driver program of that job creates one or more executors in the worker nodes. Executor is a process of an application that holds a fixed chunk of resources (CPU cores, memory, and disk) and all the executors from the same job have identical resource requirements. Tasks are run in parallel in multiple threads inside each executor which lives during the entire duration of that job. As all the jobs have an independent set of executors, jobs are isolated, and each job’s driver program can create its own set of executors and schedule tasks in them.

Resource allocation in a Spark cluster can be done in three ways: (1) Default: the user does not set any limits on the required resources for a job, and it uses all the resources of the entire cluster. Therefore, only one job can run in the cluster at a time and even if that job only requires a small chunk of resources, all the resources are allocated to it; (2) Static: if a user sets a limit on the required resources for a job, only that amount of resources will be allocated for that job, and any
remaining resources can be assigned to any future job. Therefore, in this mode, it is possible to run multiple applications in the cluster and (3) Dynamic: resources are allocated similarly as the static allocation mechanism, but if any resource (CPU core only) is not utilised, it could be released to the cluster so that any other application can use it. Besides, this resource can be taken back from the cluster in future if needed by the original job.

By default, Spark supports FIFO scheduling across jobs. Therefore, jobs wait in a FIFO queue and run one after another. A new job is scheduled whenever any resources are available to create any executor for the next job. Besides, Spark also has a FAIR scheduler, which was modelled after the Hadoop Fair Scheduler\(^4\). Here, jobs can be grouped into pools, and different scheduling options can be set for each pool. For example, weight determines the priority of a job pool. By default, each pool has a weight 1, but if any pool is assigned 2 as the weight, it will get twice the resources than other pools. Within each job pool, jobs are scheduled in a FIFO fashion. Each pool also has a minimum share (minShare) of resources in the cluster, and a cluster manager only assigns more resources to a highly weighted pool once all the pools have met their minimum share of resources.

### 2.2 Apache Mesos

Apache Mesos is considered to be a data-center level cluster manager due to its capability of efficient resource isolation and sharing across distributed applications. It resides between the application and the OS layer and makes it easier to deploy and manage large-scale clusters. In Mesos, jobs/applications are called frameworks and multiple applications from different data processing frameworks like Spark, Strom, and Hadoop can run in parallel in the cluster. Therefore, Mesos can be used to share a pool of heterogeneous nodes among multiple frameworks efficiently. Mesos utilises modern kernel features by using cgroups in Linux and zones in Solaris to provide isolation of CPU, memory, file system etc.

Mesos introduces a novel two-level scheduling paradigm where it decides a possible resource provisioning scheme according to the weight, quota or role of a framework and offers resources to it. The framework’s scheduler is responsible for either rejecting or accepting those resources offered by Mesos according to its scheduling policies. If a framework’s scheduler accepts a resource offer from Mesos, the resources specified by that offer can be used to launch any computing tasks. Mesos also provides flexible Scheduler\(^5\) HTTP APIs which can be used to write custom user-defined scheduling policies on top of any big data processing platform. Besides, it provides Operator\(^6\) HTTP APIs to control the resource provisioning and scheduling of the whole cluster. Mesos supports dynamic resource reservation; thus resources can be dynamically reserved in a set of nodes by using the APIs and then a job/framework can be scheduled only on those resources. When a job is completed, resources can be taken back and reserved for any future job. It is a significant feature of Mesos as any external scheduler implemented on top of Mesos can have robust control over the cluster resources. Furthermore, the external scheduler can perform fine-grained resource allocation for a job in any set of nodes with any resource requirement settings. Lastly, various policies can be incorporated into an external scheduler without modifying the targeted big data processing platform or Mesos itself; so the scheduler can be extended in other big data processing platforms. For the benefits mentioned above, we have built a scheduling framework on top of Mesos to implement our proposed scheduling algorithms.


\(^5\)http://mesos.apache.org/documentation/latest/scheduler-http-api/

\(^6\)http://mesos.apache.org/documentation/latest/operator-http-api/
Table 1. Related Work

<table>
<thead>
<tr>
<th>Features</th>
<th>Related Work</th>
<th>Our Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frameworks</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>VM types</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Job types</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cost-efficient</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Performance</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Self-adaptive</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Deadline</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

3 RELATED WORK

Most of the data processing frameworks like Hadoop, Spark schedule jobs in a FIFO manner and distributes the tasks/executors from each job in a distributed round-robin fashion. To avoid resource contention FAIR scheduler was introduced for fair distribution of cluster resources among the jobs. In Mesos, scheduling is done by the Dominant Resource Fairness (DRF) [6] scheduling algorithm, which identifies the dominant resource type (CPU/memory) of each job. Then it offers resources to each job in such a way that overall use of cluster resources is well-balanced.

There has been a significant amount of research in the area of cluster scheduling. However, most of these schedulers focused Hadoop-MapReduce based clusters. Kc et al. [13] addressed the problems of Hadoop FIFO scheduler by introducing a deadline constraint scheduler that prioritises map/reduce tasks from each job based on their deadline. LATE [24] is a delay scheduler that targets to improve job throughput and response times by considering data locality into the scheduler in a multi-user MapReduce cluster. However, it treats the cluster setup to be homogeneous thus performs poorly in heterogeneous environments. SAMR [1] proposed a self-adaptive scheduling algorithm that classifies the performance of jobs from the historical data. It also identifies slow nodes dynamically and creates backup tasks so that MapReduce jobs will have a better performance in a heterogeneous environment. Tian et al. [19] considered job heterogeneity and proposed a triple-queue scheduler to keep the CPU and I/O bound applications isolated to improve the overall cluster performance. However, all of these works are focused on Hadoop-MapReduce performance modelling and scheduling and cannot be applied to an in-memory data processing framework like Spark.

As a platform like Spark has many configuration parameters, it is hard to set the appropriate resource requirement for a job. Wang et al. [21] tried to fine-tune Spark configuration parameters to improve the overall system performance. Gounaris et al. [8] investigated the problem of resource wastage that happens when a Spark application consumes all the nodes in a cluster. Gibilisco et al. [7] built multiple polynomial regression models on the application profile data and selects the best model to predict application execution time with unknown input data or cluster configuration. Wang et al. [22] tried to model application performance in DAG-based in-memory analytics platforms. Here, the execution times from multiple stages of a job are collected and then used to predict the execution time. Islam et al. [11] focused on fine-grained resource allocation for Spark jobs with deadline guarantee. However, these works can only be applied to predict job-specific resource demands under homogeneous cluster environments.

There are a very few cluster schedulers that support Spark jobs focusing on performance improvement and cost saving. Quasar [3] is a cluster management system that minimises resource utilisation of a cluster while meeting user-provided application performance goals. It uses efficient classification techniques to find the impacts of resources on an application’s performance. Then it uses this information for resource allocation and scheduling. It also dynamically adjusts resources.
for each application by monitoring resource usage. Morpheus [12] estimates job performance from historical data using performance graphs. Then it performs a packed placement of containers where it places a job that results in the minimal cluster resource usage cost. Moreover, Morpheus dynamically re-provisions failed jobs to improve overall cluster performance. Justice [4] is a fair share resource allocator that uses deadline information of each job and historical job execution logs in an admission control. It automatically adapts to workload changes and provides sufficient resources to each job so that it meets deadlines just in time. OptEx [18] models the performance of Spark jobs from application profiles. Then the performance model is used to schedule a cost-efficient cluster by deploying each job as a service in the minimal set of nodes required to satisfy its deadline.

The problems with most of the cluster schedulers are that they do not consider executor-level job placement. All of them only select the total number of resources or nodes needed for each job while making any scheduling decision. However, our scheduler takes advantage of VM heterogeneity (different types of VM instances) and uses smaller VMs for executor placement to minimise the overall resource usage cost of the whole cluster. Besides, all the cluster schedulers use the round-robin placement of executors in the VMs while we consolidate the executors to use less number of VMs. Therefore, it minimises inter-node communications for network-bound jobs thus improves the performance. A comparison of our approach with the existing works is illustrated in Table 1. It can be observed that our proposed solution considers multiple VM types in the scheduling algorithm. Moreover, we also provide a scheduling framework to incorporate new scheduling policies.

4 COST-EFFICIENT JOB SCHEDULING

In this section, we first discuss the motivations of this work in 4.1. Then we show the problem formulation in 4.2. After that, we showcase the proposed job scheduler and the executor placement algorithms in 4.3 and 4.4, respectively. We conclude this section by discussing the complexity of the proposed algorithms in 4.5.

4.1 Motivation

The utilisation of resources in a big data cluster varies at different times of the day. For example, Fig. 1 depicts the job submission frequencies at different hours in a particular day from a Facebook
Hadoop workload trace\textsuperscript{7}. There are several hours in a day when the job submission rate is lower than usual. Therefore, if a big data processing cluster is deployed in the public cloud, it would be costly to keep all the VMs turned on as the cluster might not be fully utilised. However, the bill of using a VM is charged as pay-per-use basis and most of the cloud providers per-second billing period\textsuperscript{8}. Hence, if a VM is not used to schedule any jobs, it can be turned off to reduce the monetary cost of the cluster. The turned off VMs can be turned on again in future depending on the overall resource demands in the cluster.

Most of the cluster schedulers place the executors from each job in a distributed (round-robin) fashion in the VMs which has the following problems:

- VMs are under-utilised, and resources are wasted in all the VMs. This problem leads to a higher cost of using the whole cluster as most of the VMs are turned on at all times.
- In the cloud, different types of VM instances are available to use as the worker nodes and using only a single type of VM to compose a cluster might not be cost-effective. For example, a cluster has only one type of VM (16 CPU core, 64GB memory). If at a light-load hour only a single job is submitted (2 CPU core, 2GB memory), even using one VM would be costly. Using only small VM instances to compose a cluster would also fail as executors from different Spark jobs might have different size (resource requirement), so executors with high resource requirement won’t fit in smaller VMs.
- For network-bound jobs, performance is reduced due to increased network transfers among the executors due to the distributed placement of executors in different VMs.

Fig. 2 shows an example scheduling scenario where two jobs (with different resource demand) are submitted to a cluster composed of four VMs (with different resource capacity). For simplicity, let us assume the executors from all the jobs require only one type of resource (e.g., CPU cores). The total number of slots in each VM represents its resource capacity. Similarly, the width of each executor of a job represents its resource demand. Therefore, in our example, each executor from job 1 requires 1 CPU core, and each executor from job 2 requires 2 CPU cores. VM1, VM2, VM3, and VM4 have a resource capacity of 2, 4, 6 and 8 CPU cores, respectively. Fig. 3a-3c depicts some of the possible executor placement strategies. Fig. 3a shows a distributed executor placement strategy (round-robin) which is used by most of the scheduling policies. In this placement, all the VMs are used but under-utilised. Therefore, this placement will lead to the highest resource usage cost. Two

\textsuperscript{7}https://github.com/SWIMProjectUCB/SWIM/wiki/Workloads-repository
\textsuperscript{8}https://aws.amazon.com/blogs/aws/new-per-second-billing-for-ec2-instances-and-ebs-volumes
better strategies are shown in Fig. 3b and Fig. 3c where the executors are tightly packed (either in small or fewer VMs) for better resource utilisation and also to free up multiple VMs that can be turned off. Therefore, these packed executor placement strategies by a scheduler can significantly reduce resource usage cost.

4.2 Problem Formulation

In an Apache Spark cluster, each job consists of a set of executors with the same resource requirement. Furthermore, each VM/worker node has a set of available resources (e.g., CPU, memory) which can be used to place executors. For each submitted job in the cluster, the main problem is to find the mapping of all its executors to one or more available VMs. Besides, the combined resource requirements of all the placed executors in a VM is bound by its resource capacity. Therefore, resource constraints in each VM must be met while making any scheduling decisions. As the compact assignment of executors leads to cost reduction due to fewer VM usages, we model the scheduling problem as a variant of the bin-packing problem. Table 2 shows the notations we use to formulate the problem.

We consider the resource requirement of an executor in two dimensions – CPU cores and memory. Therefore, each executor of a job can be treated as an item with multi-dimensional volumes that
needs to be placed to a particular VM (bin) in the scheduling process. Suppose, we are given a job with $E$ executors where each executor has CPU and memory requirements of $\tau_{i}^{cpu}$ and $\tau_{i}^{mem}$, respectively $(i \in \xi)$. There are $K$ types of VM available each with a two-dimensional resource capacity (CPU, Mem) and incurs a fixed cost $P_k$, if used. The problem is to select VMs and place all the executors into these VMs such that the total cost is minimised and the resource constraints are met.

The optimisation problem is:

**Minimise:** $\text{Cost} = \sum_{k \in \Psi} P_k \left( \sum_{j \in \delta_k} y_{jk} \right)$ \hspace{1cm} (1)

\[ \sum_{k \in \Psi} \sum_{j \in \delta_k} x_{ijk} = 1 \quad \forall i \in \xi \] \hspace{1cm} (2)

\[ \sum_{i \in \xi} x_{ijk} \tau_{i}^{cpu} \leq \omega_{j}^{cpu} \hspace{1cm} \forall k \in \Psi, j \in \delta_k \] \hspace{1cm} (3)

\[ \sum_{i \in \xi} x_{ijk} \tau_{i}^{mem} \leq \omega_{j}^{mem} \hspace{1cm} \forall k \in \Psi, j \in \delta_k \] \hspace{1cm} (4)

$x_{ijk}, y_{jk} \in \{0, 1\}, \quad \forall i \in \xi, k \in \Psi, j \in \delta_k$  

**Cost Minimisation:** As shown in Eq. 1, our objective is to minimise the cost of using the whole cluster while scheduling any job. The total cost is modelled as the aggregated cost of using all the VMs. The binary decision variable $y_{jk}$ is used which controls whether VM $j$ of type $k$ is used or not.

\[ y_{jk} = \begin{cases} 
1 & \text{if the } j\text{th VM of type } k \text{ is used;} \\
0 & \text{otherwise.}
\end{cases} \]

**Executor Placement Constraint:** An executor can be placed only in one of the VMs and this placement constraint is denoted in Eq. 2. The binary decision variable $x_{ijk}$ is used which controls whether executor $i$ is placed on VM $j$ of type $k$.

\[ x_{ijk} = \begin{cases} 
1 & \text{if executor } i \text{ is placed in } j\text{th VM of type } k; \\
0 & \text{otherwise.}
\end{cases} \]

**Resource Capacity Constraints:** The total resource demands of all the executors placed in a VM should not exceed the total resource capacity of that VM. The resource constraints for CPU cores and memory are shown in Eq. 3 and 4, respectively.

Bin packing is a combinatorial optimisation problem and has proved to be NP-Hard [2]. The above optimisation problem is an Integer Linear Programming (ILP) formulation of the multi-dimensional bin packing problem. When the scheduler has to schedule a job, the ILP model can be constructed by using the current job’s resource demand and cluster resource availability. Then, it can be solved by exact methods such as Simplex [15], Branch and Bound [16] to find the most cost-effective executor placement for that job. However, constructing the ILP dynamically before scheduling each job can be time-consuming. Especially, if the problem size goes bigger (large cluster, or jobs with many executors), the ILP might not be feasible as it requires exponential time to solve. In this case, efficient heuristic methods can be used for faster executor placement.

### 4.3 Job Scheduler

The proposed job scheduler exhibits the following characteristics:
• The scheduler is online, that means it has no prior knowledge of job arrival and dynamically schedules jobs upon arrival
• The scheduler prioritises jobs based on their deadline
• The scheduler tries to minimise the cost of VM usage while placing the executors of a job

Before discussing the scheduling algorithm, we introduce the important concepts used to design the scheduler.

**Resource Unification Thresholds (RUT):** As we have two types of resources (e.g., CPU and memory), the resource capacity of a VM and resource demand of a job cannot be represented with only one type of resource. Therefore, to holistically unify multiple types of resources, we introduce RUT and use it as a system parameter. Each of the thresholds acts as a weight for a single resource type, and the summation of these threshold values is 1 (Eq. 5). In our case, $\alpha$ is the threshold associated with CPU and $\beta$ is the threshold associated with memory. Note that, this is a generalised unification which can be extended to multiple resource types depending on the system needs. A detailed discussion on how to assign Resource Unification Threshold (RUT) values is provided in section 6.6.

**Resource Availability ($RA_{jk}$):** It is a metric that represents the resource availability of a VM in the unified form. Eq. 6 and Eq. 7 shows the formula to compute the total amount of CPU and memory in the cluster, respectively. We use the formula shown in Eq. 8 to calculate $RC_{jk}$ of a VM. Here, the currently available amount from each resource type is converted to the percentage of resource w.r.t the total cluster resource (of the same type) and then multiplied to the corresponding RUT. Then, the total resource capacity is found by summing these values.

$$\alpha + \beta = 1 \tag{5}$$

$$CPU_{total} = \sum_{k \in \Psi} \sum_{j \in \delta_k} \omega_{jk}^{cpu} \tag{6}$$

$$MEM_{total} = \sum_{k \in \Psi} \sum_{j \in \delta_k} \omega_{jk}^{mem} \tag{7}$$

$$RA_{jk} = \frac{\omega_{jk}^{cpu}}{CPU_{total}} \times \alpha + \frac{\omega_{jk}^{mem}}{MEM_{total}} \times \beta \tag{8}$$

$$RD_{job} = \left( \frac{\tau_{cpu}}{CPU_{total}} \times \alpha + \frac{\tau_{mem}}{MEM_{total}} \times \beta \right) \times E \tag{9}$$

**Resource Demand ($RD_{job}$):** It is a metric that represents the resource demand of a job in the unified form. We first find the resource demand of one executor, then multiply it to the total executors to find the $RD_{job}$ as shown in Eq. 9.

**JobBuffer, JobQueue and DeadlineJobQueue:** We maintain a JobBuffer to hold all the incoming jobs that are submitted to the scheduler. Moreover, two priority queues: JobQueue and DeadlineJobQueue are used to keep regular and deadline-constrained jobs, respectively. In JobQueue, jobs are kept sorted in descending order of their resource demand ($RD_{job}$). Jobs are kept sorted based on the Earliest Deadline First (EDF) strategy in the DeadlineJobQueue. The scheduler can transfer jobs from the JobBuffer to the priority queues at any time.

Algorithm 1 shows the policy used by the proposed scheduler. When the scheduler starts, at first it fetches deadline-constrained jobs from the JobBuffer (line 3). As DeadlineJobQueue is kept sorted based on EDF, if a newly added deadline-constrained job has a tighter deadline than the already awaiting jobs, it will be extracted from the queue to be scheduled before any other jobs (line 7). If the PlaceExecutor() procedure returns success in finding VMs to place the executors,
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**ALGORITHM 1**: Algorithm for the Job Scheduler

Input: JobBuffer, JobQueue, DeadlineJobQueue

1. while SchedulerTerminationSignal ≠ true do
   2.   while true do
      3.     FetchDeadlineJobs(JobBuffer)
      4.     if DeadlineJobQueue = ∅ then
      5.         break
      6.     end
      7.     Job = ExtractJob(DeadlineJobQueue)
      8.     if PlaceExecutor(Job) is successful then
      9.         LaunchJob(Job, PlacementList)
     10.   end
     11. end
     12. while true do
     13.     FetchRegularJobs(JobBuffer)
     14.     if DeadlineJobQueue ≠ ∅ then
     15.         break
     16.     end
     17.     Job = ExtractJob(JobQueue)
     18.     if PlaceExecutor(Job) is successful then
     19.         LaunchJob(Job, PlacementList)
     20.   end
     21. end
     22. end

the job will be launched in the cluster (lines 8-9). The scheduler is not preemptive, so when a job is scheduled (whether it is a regular or a deadline-constrained job), it will not be killed or suspended. Therefore, while any deadline-constrained jobs are waiting and the cluster does not have sufficient resources to execute them (PlaceExecutor() procedure returns failure), the scheduler do not fetch any regular jobs until all the deadline-constrained jobs are scheduled. If there are no deadline-constrained jobs to schedule (line 4), only then the scheduler fetches regular jobs (line 13). Otherwise, it keeps trying to place executors for deadline-constrained jobs.

Before scheduling any regular jobs, the scheduler always checks whether any new deadline-constrained job has arrived. If so, it goes back to schedule those jobs (line 14-15). Otherwise, it starts scheduling regular jobs (lines 17-19). In some cases, it might be difficult to place a regular job with huge resource demand (as the JobQueue is kept sorted in decreasing order of resource demand for jobs). In these cases, the scheduler skips the current job and tries to schedule the next job from the JobQueue.

### 4.4 Executor Placement

We propose two algorithms for cost-effective executor placements for any job in the cluster. The first algorithm constructs the Integer Linear Programming (ILP) model as shown in section 4.2 and tries to solve the ILP problem to find the most cost-effective executor placement for the current job. The second algorithm uses a greedy approach which is a modified version of the Best Fit Decreasing (BFD) heuristic to solve bin packing problems. Both of these algorithms can be used as the PlaceExecutor() procedure of Algorithm 1.
Algorithm 2: ILP-based Executor Placement Algorithm

Input: Job, the current job to be scheduled
Output: PlacementList, a list of VMs where the executors of Job will be placed

1. Procedure PlaceExecutor(Job)
   2. PlacementList ← ϕ
   3. Update Cluster Resource Availability
   4. Generate Optimisation target (Eq. 1)
   5. Generate Executor Placement Constraints (Eq. 2)
   6. Generate Resource Capacity Constraints (Eq. 3, 4)
   7. Solve ILP Problem
   8. if ILP is solved then
      9. return PlacementList
   10. end
   11. return Failure

4.4.1 ILP-based Executor Placement: Algorithm 2 shows the ILP-based executor placement approach. At first, the cluster status is updated to obtain the latest resource availability of each VM. After this step, the optimisation target, executor placement constraints, and resource capacity constraints are dynamically generated by using the current cluster resource availability and the resource demand for the executors of the current job. Then the constructed ILP problem is solved (by an ILP solver). If a feasible solution is found, the PlacementList is returned which contains the chosen VMs where the executors can be created. Otherwise, if the modelled problem is not solvable, a failure is returned. Note that, when the constraints of resource availability are generated before scheduling each job, the VMs which are already used by other jobs will be set ($y_{jk} = 1$) so that the cost of using that machine will be taken into account in the optimisation target. Therefore, if there are any free resources available in the used VMs, the ILP solver will automatically try to fit as many executors as possible in those VMs before using any new VM to optimise cost.

4.4.2 BFD Heuristic-based Executor Placement: To find the VMs where a job’s executors can be placed, our proposed scheduler also uses a greedy algorithm. Algorithm 3 shows the procedure PlaceExecutor() which can be used to find the executor placement of any job. At first, the VMList (a list of used VMs in the cluster) is sorted based on an ascending order of Resource Availability ($RA_{jk}$) of the VMs (line 3). Then, it iterates all the VMs (line 4) and checks whether the current VM’s resource availability satisfies an executor’s resource demand (line 5). If so, it updates the resource availability of that VM (line 6) and adds this VM to a list called PlacementList (line 7). Instead of looking at the next VM, the current VM is greedily used to place as many executors as possible so that we have a tight packing of the executors and use a fewer number of VMs in the cluster. If this procedure finds placements for all the executors of a given job, it returns the PlacementList (lines 8-9). If the VMs in VMList are not sufficient to place all the executors, and the cluster has unused VM(s) (line 13), the smallest VM that satisfies the resource constraints will be turned on (line 14) and added to the VMList (line 15). Then the placement finding steps will be repeated (line 16). Otherwise, if the cluster does not have sufficient resources to place all the executors of the current job, a failure will be returned (line 18).
ALGORITHM 3: BFD Heuristic-based Executor Placement Algorithm

**Input:** Job, the current job to be scheduled  
**Output:** PlacementList, a list of VMs where the executors of *Job* will be placed

1. **Procedure** PlaceExecutor(*Job*)
2.  
3.  
4.  
5.  
6.  
7.  
8.  
9.  
10.  
11.  
12.  
13.  
14.  
15.  
16.  
17.  
18.  
19.  

**4.5 Complexity Analysis**

To calculate the worst-case time complexity of Algorithm 1, we first assume that, \( p \) and \( r \) is the total number of deadline-constrained and regular jobs, respectively that need to be scheduled. If the total number of VM in the cluster is \( m \), the time required to sort the \( VMList \) is \( m\log(m) \). If an exact algorithm is used to solve the ILP model built in Algorithm 2, the worst-case time complexity is \( O(2^n) \) where \( n \) is the maximum number of slots available for placing executors across all the VMs. However, the worst-case time complexity of the BFD-based greedy approach shown in Algorithm 3 is \( O(me) \), where \( e \) is the maximum number of possible executor for any job. Therefore, if ILP-based executor placement is used, the worst-case time complexity of Algorithm 1 is, \( O((2^n m\log(m))(p + r)) \). Thus, it might require exponential time to complete the scheduling process for ILP based approach. In contrast, for the BFD-based executor placement, Algorithm 1 has a polynomial worst-case time complexity of \( O((m^2 \log(m))(p + r)) \).

**5 SYSTEM IMPLEMENTATION**

We design a scheduler on top of the Mesos cluster manager instead of modifying the native Spark scheduler to implement our scheduling algorithms. The benefit of keeping a separate module for the scheduler without extending the existing framework is two-fold. First, it can be extended to work with any other data processing frameworks supported by Mesos. Second, it can be used as a generic scheduling framework so that new policies can be incorporated into the scheduler. The prototype scheduler can be treated as an external scheduler in the system architecture as depicted in Fig. 4. The implementation of the prototype system is open-source⁹ so that it can be used or extended by the research community.

⁹https://github.com/tawfiqul-islam/SLA-Scheduler
The external scheduler can be installed in any VM, but in our case, we plugged it in the Mesos master node and ran it as a separate application alongside with the Mesos master process. Users submit jobs to the external scheduler and depending on the scheduling policy, the scheduler provisions resources in the cluster and launch any job with the help of Mesos master. In the architectural diagram shown in Fig. 4, dashed lines represent job submission or executor creation flow where solid lines represent the control flows of the scheduler. As discussed previously in the algorithm section, there are three data structures to keep the jobs in the scheduler: Job buffer (to hold the incoming jobs), deadline queue (to hold deadline-constrained jobs), and job queue (to hold regular jobs). When the scheduler decides to schedule a job in the cluster, at first, it uses the Mesos HTTP APIs and sends JSON formatted request messages to Mesos master HTTP API endpoints to dynamically reserve resources. After getting the acknowledgment of successful resource reservation by the Mesos master, it launches that job through the Mesos cluster manager. At any point of the scheduling process, if a VM is unused and no jobs are currently reserved on it for any future jobs to be scheduled, it is turned off by the scheduler to save resource usage cost. Additionally, the scheduler can also turn on one or more VMs if the currently available resources in the active VMs is not sufficient to schedule new jobs.

We have implemented this pluggable external scheduling framework in Java. We have used SCPSolver\textsuperscript{10} API with LPSolve Solver Pack\textsuperscript{11} library to solve the proposed ILP-based executor placement model in the scheduler. To implement the automatic VM turn on/off mechanism from the scheduling process, we have developed a module by using OpenStack Boto3\textsuperscript{12} library. However, this module can be easily extended to support any other cloud service providers by using their APIs. The scheduler also uses Mesos scheduler HTTP API and operator HTTP API to control the resource provisioning in the cluster. The Mesos master accepts messages in JSON format while

\textsuperscript{10}http://scpsolver.org/
\textsuperscript{11}http://lpsolve.sourceforge.net/5.5/
\textsuperscript{12}https://boto3.readthedocs.io/en/latest/
communicating through the HTTP APIs. Therefore, java-json\textsuperscript{13} API was used to construct/parse JSON formatted messages. Furthermore, SparkLauncher\textsuperscript{14} API was used to automate Spark job submission from the scheduler. The scheduler accepts job submission requests from the users through a job processor interface that listens on a configurable TCP port. Job submission requests to the scheduler should be constructed in JSON format with some simple fields. In a job submission request, the users have to specify the details of a job having the following fields: job-id, input-path, output-path, application-path, application-main-class, resource requirement (CPU cores, memory in GB and total-executors) and an optional application argument (e.g., iteration).

### 6 PERFORMANCE EVALUATION

In this section, we first provide the experimental setup details in 3 which includes the cluster resource configurations, benchmark applications, and baseline schedulers. Then we show the evaluations of the proposed algorithms in terms of cost, job performance, deadline violations, and scheduling overhead in 6.2, 6.3, 6.4, and 6.5, respectively. Moreover, we also provide a sensitivity analysis of the system parameter RUT in 6.6 and discuss the applicability of the proposed algorithms in 6.7.

#### 6.1 Experimental Setup

**6.1.1 Cluster Configuration:** We have used Nectar Cloud\textsuperscript{15}, a national cloud computing infrastructure for research in Australia to deploy a Mesos cluster. It is a cluster consisting of three different types of VM instances. The detailed VM configurations and quantity used from each type with their similar pricing in Amazon AWS (Sydney, Australia) is shown in Table 3. In summary, our experimental cluster has 14 VMs with a total CPU (cores) of 100 and memory of 400GB. In each VM, we have installed Apache Mesos (version 1.4.0) and Apache Spark (version 2.3.1). One m1.large type VM instance was used as the Mesos master while all the remaining VMs were used as Mesos Agents. The external scheduler was plugged into the Mesos master node. Apache Spark requires the input source to be set in the same path in all the workers (in this case, Mesos agents). Therefore, we have mounted a 1TB volume in the master node and created a Network File System (NFS) to share this storage space with all the Mesos agents in the same path. Bash scripting was used to automate the cluster setup process so that a large-scale deployment can also be conducted through these scripts. Furthermore, an existing cluster can also be scaled up if more VMs are provisioned from the Cloud service provider.

**6.1.2 Benchmarking Applications:** We have used BigDataBench [23], a big data benchmarking suite to evaluate the performance of our proposed algorithms. We have chosen three different types of applications from BigDataBench, namely WordCount (compute-intensive), Sort (memory-intensive) and PageRank (network/shuffle-intensive). Each application was used to generate a workload where each job in a workload has varying input size ranging from 1GB to 20GB (for WordCount and Sort).

<table>
<thead>
<tr>
<th>Instance Type</th>
<th>CPU Cores</th>
<th>Memory (GB)</th>
<th>Pricing (AWS)</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1.large</td>
<td>4</td>
<td>16</td>
<td>$0.24/h</td>
<td>6</td>
</tr>
<tr>
<td>m1.xlarge</td>
<td>8</td>
<td>32</td>
<td>$0.48/h</td>
<td>5</td>
</tr>
<tr>
<td>m2.xlarge</td>
<td>12</td>
<td>48</td>
<td>$0.72/h</td>
<td>3</td>
</tr>
</tbody>
</table>

\textsuperscript{13}http://www.oracle.com/technetwork/articles/java/json-1973242.html


\textsuperscript{15}https://nectar.org.au/research-cloud/
or iterations ranging from 5 to 15 (for PageRank). To generate a heterogeneous workload, we have randomly mixed the previously mentioned different types of applications. We have extracted the job arrival times from two different hours of a particular day from the Facebook Hadoop workload trace\textsuperscript{16}. From a high-load hour, 100 jobs are used, and from a light-load hour, 50 jobs are used. The arrival rate of jobs in the high-load hour is higher than the light-load hour. Therefore, in the high-load hour, most of the resources are overwhelmed with jobs while in the light-load hour, the cluster is slightly under-utilised. To generate the deadlines, at first, the average job waiting time is found for each workload after running the whole workload with the default scheduler. Then each job is submitted to run independently (without any interference from other jobs) in the cluster and the job completion time is recorded. Finally, each job’s completion time is added with the average job waiting time to find that job’s hard deadline.

6.1.3 Baseline Schedulers: The following schedulers are compared with our proposed scheduling algorithms:

- **FIFO**: The default FIFO scheduler of Apache Spark deployed on top of Apache Mesos. It sequentially places the executors of a job in a round-robin fashion. In this way, all the executors from multiple jobs are evenly distributed throughout the cluster to improve job performance.

- **Morpheus [12]**: We have implemented the executor placement policies of Morpheus. In this scheduler, lowcost packing is used for executor placement. Depending on the current cluster load, this policy finds the scarce resource demand (e.g., memory or CPU cores) of each job (Eq. 10). Then jobs are sorted in increasing order of their scarce resource demands. Therefore, resources in the cluster are well-balanced throughout the scheduling process so that more jobs can be executed in the long run.

\[
\text{\( c_{job} = \text{Max} \left( \frac{\text{CPU}_{\text{load}} + \text{CPU}_{\text{job}}}{\text{CPU}_{\text{total}}}, \frac{\text{MEM}_{\text{load}} + \text{MEM}_{\text{job}}}{\text{MEM}_{\text{total}}} \right) \)} \tag{10}
\]

Note that, Spark dynamic resource allocation feature was turned on for both the baseline and the proposed scheduling algorithms.

6.2 Evaluation of Cost Efficiency

In this evaluation, we show the applicability of our proposed scheduling algorithms to different types of applications while reducing the cost of using a big data cluster. To calculate the total cost incurred by a scheduler, we save the status of a VM (whether it was turned on or off) in each second. Lastly, all the per-second costs (\( cost_i \), cost incurred in \( i \)th second, \( i = 1, 2, 3, \ldots T \); \( T = \text{total makespan of the scheduler} \)) incurred by a scheduler is calculated by using Eq. 1. Then all these per-second costs are summed for the whole makespan of the scheduling process as shown in Eqn. 11 to find the \( \text{Total}_{\text{cost}} \).

\[
\text{Total}_{\text{cost}} = \sum_{i \in T} \text{Cost}_i \tag{11}
\]

Fig. 5 depicts cost comparison between the scheduling algorithms under different workload types. The bar charts in Fig. 5a and Fig. 5b shows the total cost incurred by different scheduling algorithms in the light-load and high-load hour, respectively. As our proposed scheduling algorithms use bin packing to consolidate the executors to a minimal set of VMs, the cost is reduced significantly as compared to other schedulers. In general, the ILP-based scheduling algorithms incur slightly lower cost than the BFD-based scheduling algorithm in all the scenarios as it can find the cost-effective

\textsuperscript{16}https://github.com/SWIMProjectUCB/SWIM/wiki/Workloads-repository
executor placement for a job. Moreover, Morpheus performs slightly better than FIFO to lower the cost, because it prioritises jobs in such a way that cluster resources are well-balanced to execute more jobs in the overall scheduling process.

As shown in Fig. 5a, both BFD-based and ILP-based scheduling algorithms exhibit significant cost reductions during the light-load hour. As compared to baseline scheduling algorithms, BFD and ILP reduce the cluster usage cost by at least 30% and 34%, respectively for WordCount and Sort applications. For PageRank application, BFD and ILP reduce the resource usage cost by at least 12% as compared to FIFO. Moreover, BFD and ILP reduce the resource usage cost by at least 5% as compared to Morpheus. As our proposed scheduling algorithms try to place the executors from the same job in fewer nodes (VMs), most of the shuffle operations happen intra-node thus improving job performance which results in overall cost reduction for network-bound applications. In the case of the mixed workload, BFD and ILP reduce the resource usage cost by 21% and 25%, respectively as compared to FIFO. Furthermore, BFD and ILP reduce the resource usage cost by 17% and 22%, respectively as compared to Morpheus. In the case of the high-load hour as shown in Fig. 5b, the cost reduction is smaller than the light-load period as the cluster is over-utilised. In this scenario, BFD and ILP show about 5-20% of cost reduction in different workloads.

Fig. 5c and Fig. 5d represents the cumulative VM cost by different scheduling algorithms during the whole scheduling process for the mixed workload in the light load and high load hours, respectively. It can be observed that in the high-load hour, the cumulative cost graph of all the
scheduling algorithms look similar as it is not possible to reduce the cost significantly of an over-utilised cluster. However, in the light-load hour, the cost savings can be observed to increase over time for both BFD and ILP.

6.3 Evaluation of Job Performance

Fig. 6a and 6b report the average job completion times for different scheduling algorithms in light-load and high-load hours, respectively. It can be observed that for WordCount and Sort applications, sometimes FIFO and Morpheus perform slightly better than our proposed algorithms. As our algorithms use fewer VMs to place all the executors, these VMs are stressed as both CPU cores, and memory resources are used at full capacity. However, it is negligible as compared to the total resource cost usage by the baseline schedulers. On the contrary, round-robin executor placement for network-bound applications such as PageRank reduces the performance of both FIFO and Morpheus due to excessive network communications during the shuffle periods. Therefore, both BFD and ILP outperform the baseline algorithms in case of PageRank and mixed applications. As all the algorithms perform similarly for CPU/memory intensive applications, performance benefits in mixed workload mainly depend on the proportion of network-intensive applications. In the high-load hour, the cluster is overloaded with jobs so it might not be possible to consolidate the executors from the same job in fewer VMs. Therefore, the performance benefits can be observed to be higher in the light-load hour than the high-load hour for the mixed and PageRank applications. In the light-load hour, our proposed algorithms improve job completion time for at least 14% and 5% for PageRank and mixed applications, respectively. In the high-load hour, our algorithms improve job completion time for at least 3% and 5% for PageRank and mixed applications, respectively.

6.4 Evaluation of Deadline Violation

In this evaluation, we compare the percentage of deadline violations of different scheduling algorithms. This performance metric ($\theta^d$) is found by using Eq. 12 where $\theta_m$ and $\theta_s$ is the number of missed and satisfied deadlines by a scheduler, respectively.

$$\theta^d = \frac{\theta_m}{\theta_s} \times 100\%$$  \hspace{1cm} (12)

Both FIFO and Morpheus do not consider deadline-constrained jobs. In FIFO, a high priority job with the earliest deadline has to wait in the scheduling queue if it is submitted after one or more
non-priority jobs. It will be scheduled only after executing all the previously arrived jobs. Morpheus determines the job priority by itself, where a job which results in the most balanced distribution of resources in the cluster (if that job is scheduled) will have the highest priority. However, in reality, top priority deadline-constrained jobs might not provide balanced resource distributions upon placement. Therefore, other non-priority jobs will be executed before these jobs. Both BFD and ILP use a simple Earliest Deadline First (EDF) strategy. Thus, all the jobs are kept sorted according to their deadlines, and the job with the earliest deadline is scheduled first. Fig. 7 depicts the deadline violation percentage of different schedulers. For this experiment, we have executed a heterogeneous mix (different application types) of priority (strict deadline) and non-priority jobs to measure the deadline violations by each scheduler. For FIFO and Morpheus, deadline violation occurred for 41% and 35% of jobs, respectively. However, both BFD and ILP were able to meet the deadlines for most of the jobs and have deadline violation percentage of only 8% and 12%, respectively. ILP has slightly higher deadline violation than the BFD because sometimes it takes a significant time to find the most cost-effective placement by this approach which causes deadline misses.

6.5 Evaluation of Scheduling Overhead

In this evaluation, we compare the scheduling delays caused by different scheduling algorithms. It is found by measuring the time it takes to find the executor placements of a job. Table 4 records the average scheduling delays by different scheduling algorithms under different workload types in both high-load and light-load hours. It can be observed that the native FIFO is the fastest among all the schedulers with scheduling delays averaging only from 2ms to 4ms. Both Morpheus and BFD are also fast as their average scheduling delay varies in the range from 3ms to 5ms and 4ms to 6ms, respectively. In contrast, as the ILP tries to find the most cost-effective executor placement for each job, in some cases it might require exponential time to complete. The results also indicate the same as the average scheduling delay varied from 0.65 seconds to up to 3.31 seconds for ILP. Although most of the jobs had a scheduling delay within 1 second, for the ILP, the average is higher as for some jobs it took about 3-4 minutes. The higher scheduling delay of ILP-based scheduling algorithm might cause some deadline misses. It can also be observed in Fig. 7 that, ILP-based scheduling algorithm has a slightly higher deadline miss percentage than the BFD-based algorithm. However, this performance degradation is negligible as compared to the baseline scheduling algorithms. Furthermore, for regular jobs or periodic jobs (e.g., long-running data analytics) that do not have strict deadlines, using the ILP-based scheduling algorithm is preferred as it can provide better cost reduction in the long run.
Table 4. Comparison of Average Scheduling Delays (unit: seconds) of different scheduling algorithms

<table>
<thead>
<tr>
<th>Schedulers</th>
<th>Light-load</th>
<th>High-load</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WC</td>
<td>Sort</td>
</tr>
<tr>
<td>FIFO</td>
<td>0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>Morpheus</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>BFD-based</td>
<td>0.006</td>
<td>0.005</td>
</tr>
<tr>
<td>ILP-based</td>
<td>3.31</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 8. Effects of Resource Unification Threshold (RUT) values on average job completion time and cost

6.6 Effects of Resource Unification Thresholds (RUT)

RUT is a system parameter, and we have performed a sensitivity analysis to demonstrate the effects of it on both cluster usage cost and job performance. In our experimental cluster, we have two types of resources (e.g., CPU cores and memory). Resource unification thresholds (RUT) play a vital role in the scheduling process by acting as a weight while combining these two types of resources to determine the resource capacity of the VMs or the resource demand of the jobs. We have associated \( \alpha \) as the RUT for CPU cores and \( \beta \) as the RUT for memory. The proper balance between RUT values depends on both the VM instance types and the workload types. Fig. 8 represents the effects of different RUT values on both average job completion time (Fig. 8a) and resource usage cost (Fig. 8b). This analysis was done by running both BFD and ILP-based scheduling algorithms with the mixed workload. It can be observed from the figure that, decreasing the \( \alpha \) value and increasing the \( \beta \) value tends to increase both average job completion time and resource usage cost in our experimental cluster. As using \( \alpha = 0.8 \) and \( \beta = 0.2 \) gives us both lower cost and job completion time, we use these RUT values in our experiments.

RUT values can also be tuned to give more priority to specific VMs or jobs. For example, if a cluster has more memory-bound jobs, to prefer VMs which have more memory to fit these jobs correctly, the \( \beta \) value can be increased, and \( \alpha \) value can be decreased so that VMs which have high memory capacity/availability are preferred in the scheduling process. Similarly, jobs can also be prioritised based on their demand on a particular resource-type by adjusting the corresponding RUT values.
6.7 Discussion

The proposed scheduling algorithms can be applied to optimise the cost of using a cloud-deployed Apache Spark cluster. Our performance evaluation results show that the BFD heuristic-based approach performs very close to the ILP-based approach in all the cases. However, the ILP-based approach might have significant scheduling delays for a large cluster (many VMs). Therefore, in this case, we recommended using the BFD-based scheduling algorithm as it gives similar results with a small scheduling overhead identical to the native FIFO. Another approach could be using both algorithms and using a time-constraint in the ILP. If the ILP can be solved within the time-constraint, the executor placements found by this approach will be used. Otherwise, the solution from the BFD-based approach will be used.

The proposed approaches can also be used with Hadoop and HDFS with some modification. As HDFS generally creates replications in 3 nodes (VMs), if all these three nodes are selected to be turned off in the scheduling process to save cost, data might not be available for a running or a future job. Therefore, data availability also needs to be considered in the scheduling process.

7 CONCLUSIONS AND FUTURE WORK

Scheduling is a challenging task in big data processing clusters deployed on the cloud. It gets even harder in the presence of different types of VMs and job heterogeneity. Most of the existing schedulers only target on improving job performance. In this paper, we have used bin packing to formulate the scheduling problem and proposed two dynamic scheduling algorithms that enhance job performance and minimise resource usage cost. We have built a prototype system on top of Apache Mesos which can be extended to incorporate new scheduling policies. Therefore, this system can be used as a scheduling framework. We have demonstrated the outcomes of our extensive experiments on real datasets to prove the applicability of the proposed algorithms under various workload types.

Moreover, we have compared our algorithms with the existing baseline schedulers. The results suggest that our proposed scheduling algorithms reduce resource usage cost up to 34% in a cloud-deployed Apache Spark cluster. Furthermore, both network-bound and heterogeneous jobs gain performance benefits (up to 14%) from tighter packing of executors in fewer VMs. We have also done the sensitivity analysis of the system parameter and discussed the effects of it on both cost and job performance. Lastly, we have discussed the feasibility of the proposed approaches.

In the future, we plan to extend the proposed scheduling algorithms by incorporating some essential SLA requirements, such as budget, job inter-dependency. Furthermore, we would like to combine the performance prediction/modelling of jobs with the schedulers to dynamically determine the resource requirements of jobs while satisfying SLA and performance constraints.
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