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ABSTRACT

Clusters of PCs have been becoming more and more popular in recent years for high-performance, high-throughput and high-availability computing. To enable effective resource management on clusters, numerous cluster managements systems and schedulers have been designed. However, the focus of such Cluster Management Software (CMS) has essentially been on maximizing CPU performance, not user satisfaction or computational economy.

The Libra Scheduler (or the PBS-Libra Engine) has been designed to provide Quality of Service (QoS) computational economy in cluster computing. It is intended to work as an add-on to the queuing, scheduling and resource managing module of OpenPBS, commonly known as the Portable Batch System or PBS developed by Veridian Systems. The scheduler offers market-based economy driven service for managing batch jobs on clusters by scheduling CPU time according to user utility as determined by their budget and deadline rather than system performance considerations. The Libra scheduler ensures that both these constraints are met within an O(n) run-time. The PBS-Libra Engine has been tested using the GridSim toolkit, that has been developed for computational economy in grid computing, by Rajkumar Buyya and Jonathan Giddy.
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